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Abstract. Unsatisfiable cores, i.e., parts of an unsatisfiable formula that
are themselves unsatisfiable, have important uses in debugging specifi-
cations, speeding up search in model checking or SMT, and generating
certificates of unsatisfiability. While unsatisfiable cores have been well in-
vestigated for Boolean SAT and constraint programming, the notion of
unsatisfiable cores for temporal logics such as LTL has not received much
attention. In this paper we investigate notions of unsatisfiable cores for
LTL that arise from the syntax tree of an LTL formula, from converting
it into a conjunctive normal form, and from proofs of its unsatisfiability.
The resulting notions are more fine-granular than existing ones.

1 Introduction

The importance of requirements to delivering high quality hardware and soft-
ware products on time is being increasingly recognized in industry. Temporal
logics such as LTL have become a standard formalism to specify requirements
for reactive systems [Pnu77]. Consequentially, in recent years methodologies for
property-based design based on temporal logics have been developed (e.g., [pro]).

Increasing use of temporal logic requirements in the design process necessi-
tates the availability of efficient validation and debugging methodologies. Vacu-
ity checking [BBDERO1, KV03] and coverage [CKV06] are complementary ap-
proaches developed in the context of model checking [CE81,QS82,CGP99,BK08]
for validating requirements given as temporal logic properties. They focus on
the relation between the model and its requirements beyond the simple cor-
rectness relation as established by model checking. However, with the exception
of [CS07,FKSFV08], both vacuity and coverage assume presence of both a model
and its requirements. Particularly in early stages of the design process the former
might not be available. Satisfiability and realizability [PR89, ALW89] checking
are approaches that can handle requirements without a model being avaiable.
Tool support for both is available (e.g., [BCP*07]).

Typically, unsatisfiability of a set of requirements signals presence of a prob-
lem; finding a reason for unsatisfiability can help with the ensuing debugging.
In practice, determining a reason for unsatisfiability of a formula without au-
tomated support is often doomed to fail due to the sheer size of the formula.

* This is the full version of [Sch09].



Consider, e.g., the EURAILCHECK project [eur] that developed a methodology
and a tool for the validation of requirements in the context of railway signal-
ing and control [CRSTO08b]. Part of the methodology consists of translating the
set of (implicitly conjoined) requirements given by a textual specification into a
variant [CRST08¢] of LTL whose atoms are constraints in a first order theory
and subsequent checking for satisfiability; if the requirements turn out to be un-
satisfiable, an unsatisfiable subset of them is returned to the user. The textual
specification that was considered as a feasibility study in the project is a few
hundred pages long.

Another application for determining reasons for unsatisfiability are algo-
rithms that try to find a solution to a problem in an iterative fashion. These
algorithms start with a guess of a solution and check whether that guess is indeed
a solution. If not, rather than ruling out only that guess, they determine a reason
for that guess not being a solution and rule out all guesses that are doomed to
fail for the same reason. Two examples are found in verification algorithms using
counterexample guided abstraction refinement (CEGAR) (e.g., [CTVWO03]) and
in SMT (e.g., [WW99]). Here, too, automated support for determining a reason
for unsatisfiability is clearly essential.

Current implementations for satisfiability checking (e.g., [CRSTO07]) point
out reasons for unsatisfiability by returning a part of an unsatisfiable formula
that is by itself unsatisfiable. This is called an unsatisfiable core (UC). How-
ever, these UCs are coarse-grained in the following sense. The input formula
is a Boolean combination of temporal logic formulas. When extracting an UC
current implementations do not look inside temporal subformulas: when, e.g.,
¢ = (Gy) A (Fy') is found to be unsatisfiable, then [CRSTO07] will return ¢
as an UC irrespective of the complexity of ¢ and v¢’. Whether the resulting
core is inspected for debugging by a human or used as a filter in a search pro-
cess by a machine: in either case a more fine-granular UC will likely make the
corresponding task easier.

In this paper we take first steps to overcome the restrictions of UCs for
LTL by investigating more fine-grained notions of UCs for LTL. We start with
a notion based on the syntactic structure of the input formula where entire
subformulas are replaced with 1 (true) or 0 (false) depending on the polarity
of the corresponding subformula. We then consider conjunctive normal forms
obtained by structure-preserving clause form translations [PG86]; the resulting
notion of core is one of a subset of conjuncts. That notion is reused when looking
at UCs extracted from resolution proofs from bounded model checking (BMC)
[BCCZ99] runs. We finally show how to extract an UC from a tableau proof
[GPVW95] of unsatisfiability. All 4 notions can express UCs that are as fine-
grained as the one based on the syntactic formula structure. The notion based on
conjunctive normal forms provides more fine-grained resolution in the temporal
dimension, and those based on BMC and on unsatisfied tableau proofs raise the
hope to do even better.

At this point we would like to emphasize the distinction between notions of
UCs and methods to obtain them. While there is some emphasis in this paper



on methods for UC extraction, here we see such methods only as a vehicle to
suggest notions of UCs.

We are not aware of similar systematic investigation of the notion of UC for
LTL; for notions of cores for other specification formalisms, for application of
UCs, and for technically related approaches such as vacuity checking see Sect. 9.

The paper is structured as follows. In the next Sect. 2 we state the prelimi-
naries and in Sect. 3 we introduce some general notions. In Sect.s 4, 5, 6, and 7
we investigate UCs obtained by syntactic manipulation of parse trees, by taking
subsets of conjuncts in conjunctive normal forms, by extracting resolution proofs
from BMC runs, and by extraction from closed tableaux nodes. Some aspects
that are not treated in-depth in this paper are mentioned in Sect. 8. Related
work is discussed in Sect. 9 before we conclude in Sect. 10.

2 Preliminaries

In the following we give standard definitions for LTL [Pnu77], see, e.g., [Eme90,
BKO8]. Let B be the set of Booleans, IN the naturals, and AP a finite set of
atomic propositions.

Definition 1 (LTL Syntax). The set of LTL formulas is constructed induc-
tively as follows. The Boolean constants 0 (false), 1 (true) € B and any atomic
proposition p € AP are LTL formulas. If 1, v’ are LTL formulas, so are —
(negation), ¥ vV ' (or), w A" (and), Xip (next time), YUY (until), YRy’
(releases), Fip (finally), and Gip (globally). We use ¢ — ' (implication) as an
abbreviation for —p V', 1 «— " (reverse implication) for NV =, and 1p «— ¢’
(biimplication) for (v — ') A (¢ — ').

The semantics of LTL formulas is defined on infinite words over the alphabet
24P If 7 is an infinite word in (247)“ and i is a position in IN, then 7[i] denotes
the letter at the é-th position of m and =[i, 00] denotes the suffix of 7 starting
at position ¢ (inclusive). We now inductively define the semantics of an LTL
formula on positions i € IN of a word 7 € (247)«:

Definition 2 (LTL Semantics).
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Definition 3 (Satisfiability). An LTL formula ¢ is satisfiable if there exists
a word 7 that satisfies it: Im € (247)% . 1 |= ¢; it is unsatisfiable otherwise.

Definition 4 (Negation Normal Form). An LTL formula ¢ is in negation
normal form (NNF) nnf(¢) if negations are applied only to atomic propositions.

Conversion of an LTL formula into NNF can be achieved by pushing nega-
tions inward and dualizing operators (replacing them with their duals), see,
e.g., [BKOS].

Definition 5 (Subformula). Let ¢ be an LTL formula. The set of subformulas
SF(¢) of ¢ is defined recursively as follows:

Y=bory=p with beB,pecAP SF(y) = {¢}
W = o11)! with o1 € {~,X,F,G} : SF(y) = {4} USF(y)
b=v'o2)"  with o €{V,A\\UR} : SF(y)={¢}USF(¢)USF(")

Definition 6 (Polarity). Let ¢ be an LTL formula, let ¢ € SF(¢). ¢ has
positive polarity (+) in ¢ if it appears under an even number of negations,
negative polarity (—) otherwise.

We regard LTL formulas as trees, i.e., we don’t take sharing of subformulas into
account. We don’t attempt to simplify formulas before or after UC extraction.

3 Notions and Concepts Related to UCs

In this section we discuss general notions in the context of UCs independently
of the precise notion of UC used. It is not a goal of this paper to formalize
the notions below towards a general framework of UCs; in particular, we do
not specify formal requirements on the set of operations to take an input to a
core. Instead, in the remainder of this paper we focus on the case of LTL where
suitable instantiations are readily available.

The terminology used in the literature for these notions is diverse. We de-
cided to settle for the at least somewhat common term “unsatisfiable core” that
has been used for such notions, e.g., in the context of Boolean satisfiability
(e.g., [GNO3,ZMO03a, ZM03b]), SMT (e.g., [CGS07]), and declarative specifica-
tions (e.g., [TCJ08]).

UCs, Irreducible UCs, and Least-Cost Irreducible UCs When dealing
with UC's one typically considers an input ¢ (here: LTL formula) taken from a
set of possible inputs @ (here: all LTL formulas) and a Boolean-valued function
foo' : & — B with foo(¢) = 0 (here: LTL satisfiability).

The goal is to derive another input ¢’ (the UC) with foo(¢') = 0 from ¢
s.t. 1. the derivation preserves a sufficient set of reasons for foo being 0 without
adding new reasons, 2. the fact that foo(¢') is 0 is easier to see for the user than

1 Although we write foo we still say “unsatisfiable” core rather than “unfooable” core.



the fact that foo(¢) is 0, and 3. the derivation is such that preservance/non-
addition of reasons for foo being 0 on ¢ and ¢’ can be understood by the user.
Typically 1 and 3 are met by limiting the derivation to some set of operations
on inputs that fulfills these criteria (here: syntactic weakening of LTL formulas).
The remaining criterion 2 can be handled by assuming a cost function on inputs
where lower cost provides some reason to hope for easier comprehension by the
user (here: see below).

Assuming a set of inputs and a set of operations we can define the following
notions. An input ¢’ is called a core of an input ¢ if it is derived by a sequence of
such operations. ¢’ is an unsatisfiable core if ¢’ is a core of ¢ and foo(¢') = 0. ¢/
is a proper unsatisfiable core if ¢’ is an unsatisfiable core of ¢ and is syntactically
different from ¢. Finally, ¢’ is an irreducible unsatisfiable core (IUC) if ¢’ is an
unsatisfiable core of ¢ and there is no proper unsatisfiable core of ¢’. Often IUCs
are called minimal UCs and least-cost ITUCs minimum UCs.

Cost functions often refer to some size measure of an input as suggested by
a specific notion of core. An example is the number of conjuncts when inputs
are conjunctions of formulas and foo is satisfiability. This example hints that
simplistic measures might be suboptimal as the complexity of the conjuncts is
not taken into account. In the remainder of this paper we do not consider specific
cost functions; in most of the notions used some straightforward size measure is
decreased by each of the above mentioned operations.

Granularity of a Notion of UC Clearly, the original input contains at least
as much information as any of its UCs and, in particular, all reasons for being
unsatisfiable. However, our goal when defining notions of UCs is to come up
with derived inputs that make some of these reasons easier to see. Therefore we
use the term granularity of a notion of core as follows. We wish to determine
the relevance of certain aspects of an input to the input being unsatisfiable by
the mere presence or absence of elements in the UC. In other words, we do not
take potential steps of inference by the user into account. Hence, we say that
one notion of core provides finer granularity than another notion if it provides
at least as much information on the relevance of certain aspects of an input as
the other notion.

As an example consider a notion of UC that takes a set of formulas as input
and defines a core to be a subset of this set of formulas without proceeding to
modify the member formulas versus a notion that also modifies the members
of the input set of formulas. Another example is a notion of UC for LTL that
considers relevance of subformulas at certain points in time versus a notion that
only either keeps or discards subformulas.

4 Unsatisfiable Cores via Parse Trees

4.1 Intuition and Example

In this section we consider UCs purely based on the syntactic structure of the
formula. It is easy to see that, as is done, e.g., in some forms of vacuity checking



[KV03], replacing an occurrence of a subformula with positive polarity with 1
or replacing an occurrence of a subformula with negative polarity with 0 will
lead to a weaker formula. This naturally leads to a definition of UC based on
parse trees where replacing occurrences of subformulas corresponds to replacing
subtrees.

Consider the following formula ¢ = (G(p A ) A (F(—p A4’)) whose parse
tree is depicted in Fig. 1 (a). The formula is unsatisfiable independent of the
concrete (and possibly complex) subformulas ¢, ¢’. A corresponding UC with
¥, ¥’ replaced with 1 is ¢/ = (G(p A 1)) A (F(—=p A 1)), shown in Fig. 1 (b).

A A

/N /N
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P p
(a) A formula given as a parse tree (b) and its UC.

Fig. 1. Example of an UC via parse tree. Modified parts are marked blue boxed.

Hence, by letting the set of operations to derive a core be replacement of
occurrences of subformulas of ¢ with 1 (for positive polarity occurrences) or 0
(for negative polarity occurrences), we obtain the notions of core, unsatisfiable
core, proper unsatisfiable core, and irreducible unsatisfiable core via parse tree.

In the example above ¢’ is both a proper and an IUC of ¢. Note that
(G(p AD))A(F(=p AY')) and (G(p A ) A (F(—=p A 1)) are UCs of ¢, too, as is
¢ itself (and possibly many more when ¢ and 1’ are taken into account).

4.2 Formalization

Definition 7 (Parse Tree). Let ¢ be an LTL formula. The parse tree of ¢,
pty = (Vp%,Ep%), is a tree with a non-empty set of nodes Vi, a set of edges
Byt , root root(pt,) € Vit,» a labeling ODpt, Vipt,, = {-,V,A,X,U,R,F,G}U
AP UIB that maps inner nodes VIf% to operators and leaf nodes sz% to Boolean
constants and atomic propositions such that a node v labeled with a unary op-
erator has one child leftptd)(v) and a node labeled with a binary operator has

two children leftp%(v), right (v). The father of a non-root node v is given by
Jather; (v). Each node v represents a formula fy,(v) in the natural fashion.

pt,, represents the formula given by its root node: f(pty) = fpr, (root(pt,)). The
polarity of a node polam'typ% (v) is the polarity of its subformula ot (v) in ¢.

Definition 8 (Core of a Parse Tree). Let pt, pt’ be parse trees. pt’ is a
core of pt if 1. nodes and edges of pt’ are a subset of those of pt: Vyy C Vi,



E, C Ep, 2. pt and pt’ have the same root node: root(pt’) = root(pt), 3. the
labeling of inner nodes of pt' agrees with the labeling of the corresponding nodes
in pt: Yv € Vpit, . 0pp(v) = op,,(v), and 4. the labeling of leaf nodes of pt'
either agrees with the labeling of the corresponding nodes in pt or is 1 (resp. 0)
if v has positive (resp. negative) polarity: Yv € szt, - (opyy(v) = op,(v)) V
(polarity,,, (v) = + A op, (v) = 1) V (polarity . (v) = — A op,, (v) = 0).

pt’ is a proper core of pt if pt’ # pt.

Definition 9 (UC of a Parse Tree). Let pt, pt’ be parse trees. pt’ is an
unsatisfiable core of pt if 1. f(pt) is unsatisfiable, 2. pt’ is a core of pt, and
3. f(pt') is unsatisfiable. pt' is an irreducible unsatisfiable core (TUC) of pt if
there does not exist a proper UC of pt'.

Formulas in and not in NNF Let ¢ be an unsatisfiable LTL formula with
parse tree pt, in which every two subsequent occurrences of Boolean negation
have been eliminated. Assume for the remainder of this section that negations
are not represented as separate nodes in the parse tree of pt, but rather as an
additional Boolean marking on each node. In that setting conversion of ¢ to
NNF results in a formula whose parse tree is isomorphic to pt, up to labeling
of the nodes with operators and negations.

Let Dy,,z(4) denote the set of nodes in the parse tree of ¢ that are dualized in
the conversion from ¢ to nnf(¢). It is not hard to see that there exists a reverse
operation nnf ! that takes nnf(¢) and the set of dualized nodes D4 and
returns the original formula ¢.

Now it turns out that the following lead to the same result: 1. Compute an
UC pt " of pt, by replacing some subformulas (nodes) Vp/t¢ of pt, with 1 or 0
depending on each node’s polarity. 2. (a) Convert pt, into NNF yielding pt,,,,¢ ()
with set of dualized nodes D¢ (4)- (b) Replace the subformulas (nodes) isomor-
phic to VI;% in pt,,pp) With fresh nodes with operator 1, yielding pt,,,r (4"

(¢) Apply nnf~! to Plang(g) "¢ With set of dualized nodes D,y (¢)- (d) Replace
each fresh node labeled 1 that had its negation flag set in previous step with a
fresh node 0. For sample implementations of nnf and nnf ' see App. A.

In other words, the set of UCs that can be obtained directly from pt is the
same as the one that can be obtained by converting ¢ to NNF, computing the
set of UCs for ¢ in NNF, and undoing the conversion to NNF for each of the
resulting cores.

5 Unsatisfiable Cores via Definitional Conjunctive
Normal Form

Structure preserving translations (e.g., [PG86, Boy92, ER00]) of formulas into
conjunctive normal form introduce fresh Boolean propositions for (some) sub-
formulas that are constrained by one or more conjuncts to be 1 (if and) only if the
corresponding subformulas hold in some satisfying assignment. In this paper we



use the term definitional conjunctive normal form (dCNF) to make a clear dis-
tinction from the conjunctive normal form used in Boolean satisfiability (SAT),
which we denote CNF. dCNF is often a preferred representation of formulas as
it’s typically easy to convert a formula into dCNF, the expansion in formula size
is moderate, and the result is frequently amenable to resolution. Most important
in the context of this paper, dCNFs yield a straightforward and most commonly
used notion of core in the form of a (possibly constrained) subset of conjuncts.

5.1 Basic Form

Below we define the basic version of dCNF. It makes no attempt to simplify
conjuncts in order to use some restricted set of operators as is done, e.g., in
[Fis91]. The subsequent result on equisatisfiability is standard.

Definition 10 (Definitional Conjunctive Normal Form). Let ¢ be an LTL
formula over atomic propositions AP, let x,2’,... € X be fresh atomic proposi-
tions not in AP. dCNF 4. (d) is a set of conjuncts containing one conjunct for
each occurrence of a subformula ¥ in ¢ as follows:

P Congunct € dCNF 45 ()
b with b € B Ty > b
p with p € AP Ty < P

019’ with o1 € {—, X,F, G} Ty > O1Tyy
P’ og ' with og € {V, A, U,R}|zy < Tyt O2 Tyrr

Then the definitional conjunctive normal form of ¢ is defined as

dCNF(¢)=2,A G N\ ¢
CedCNFauz(¢)

xy s called the root of the dCNF. An occurrence of x on the left-hand side of a
bitmplication is a definition of x, an occurrence on the right-hand side a use.

Fact 1 (Equisatisfiability of ¢ and dCNF(¢)) Let ¢ be an LTL formula.
Then ¢ and dCNF(¢) are equisatisfiable such that 1. satisfying assignments agree
on AP and 2. x4 € X is 1 at some time point i of a salisfying assignment m to
dCNF () iff the subformula v holds in wli, o).

Note that as we only consider formulas given as parse trees, i.e., without
sharing of subformulas, the dCNF of ¢ according to Def. 10 contains exactly
one definition and one use for each occurrence of a non-root subformula.

By letting the operations to derive a core from an input be the removal of
elements of dCNF 4., (¢) we obtain the notions of core, unsatisfiable core, proper
unsatisfiable core, and irreducible unsatisfiable core via dCNF. We additionally
require that all conjuncts are discarded that contain definitions for which no
(more) conjunct with a corresponding use exists. Clearly that does not impact
equisatisfiability with the original formula and makes comparison with cores via
parse trees (where entire subformulas are removed) easier.

The formal definitions now can be stated as follows:



Definition 11 (Core of a ACNF). Let ¢ be an LTL formula with dCNF
dCNF(¢). Let dCNF' = 2’ A G/\c'edCNF[m c be such that 1. ' = xmg,
2. dCNF),,, C dCNF 4., (¢), and 3. for each x # x4 if a definition of x is
contained in dCNF!, . then a use of x is contained in dCNF, . dCNF’ is a
proper core if dCNF.,. C dCNF 4,5 (¢).

Definition 12 (UC of a dCNF). Let dCNF’ be a core of dCNF. dCNF' is an
unsatisfiable core of dCNF if both dCNF and dCNF’' are unsatisfiable. dCNF’
is an irreducible unsatisfiable core of dCNF' if there does not exist a proper UC
of dCNF".

Ezxample We continue the example from Fig. 1 in Fig. 2. In the figure we identify
an UC with its set of conjuncts. In Fig. 2 (b) the definitions for both ¢ and ¢’
and all dependent definitions are removed. As in Sect. 4 the UC shown in Fig. 2
(b) is an IUC with more UCs existing.

(@AY A(F(—pAn’)) T TGAY) N TR (—pay’) T(GAPNAF(=pAD))) T PGAY) N TF(mpAy’)
TG(pAY) = Grpny TQ(pAY) = Grpny
Ty A o xp Amy, TpAg o xp ATy,
Tp — P Tp = P
=[] =[]
C ] =] E] =[]
TR (=pAp’) = Fz_ g/ TR(=pAp’) = Fa_ Ay
LI o Bop ATy LI o @op ATy
) - p z, < P
=[] =[]
L] =[] E] =[]
(a) A formula given as a dCNF (b) and its UC.

Fig. 2. Example of an UC via dCNF for ¢ = (G(p A)) A (F(=p A¢')). The
“ ... stand for the definitions of 1, 1/, and their subformulas. Modified parts

are marked blue boxed.

Translating Back to LTL In Tab. 1 we indicate how to translate an IUC obtained
by Def. 12 back to an LTL formula.? The first column states the subformula 1,
the second column indicates the polarity of the occurrence of ¥ in ¢, the third
column lists the conjuncts found in the IUC (where z, < without a right-hand
side stands for the definition of ¢’), and the last column shows the formula to
replace ¢ in the IUC as an LTL formula. The cases where none of the conjuncts
is part of the IUC are omitted. All other cases cannot occur in an IUC.

To see correctness of replacing the set of conjuncts in the third column with
the formulas in the fourth column it is sufficient to replace propositions used

2 Here the translation essentially performs simplification — a translation without sim-
plification could easily be obtained by replacing atomic propositions used but not
defined with 0 or 1 depending on polarity. However, this will not be possible without
loss of information for the variants of dCNF we will investigate later.



but not defined in the ITUC with 1 for positive polarity occurrences and with 0
otherwise.

The argument that a certain case cannot occur in an IUC is via contradiction.
Consider the example of a negative polarity occurrence of 1) = 1)'Ra)”. Assume
Ty < Ty Rayr, xy < are present in an IUC while zy» < is not. Hence,
removing x, < zyRays (and, consequentially, x4 < ) leads to a satisfiable
dCNF. A satisfying assignment for that dCNF can be modified to obtain a
satisfying assignment for the dCNF including xy < x4 Rz, £y <> by setting
xyr (which is unconstrained) and x, to 0 at all time points. This contradicts
the assumption of the latter dCNF being unsatisfiable.

Correspondence Between Cores via Parse Trees and via dCNF Let ¢
be an LTL formula. From Def. 10 it is clear that there is a one-to-one correspon-
dence between the nodes in the parse tree of ¢ and the conjuncts in its dCNF.
Therefore, the conversion between the representation of ¢ as a parse tree and as
a dCNF is straightforward.

Remember that an UC of a parse tree is obtained by replacing an occurrence
of a subformula ¢ with 1 or 0 depending on polarity, while an UC of a dCNF
is obtained by removing the definition of 1) and all dependent definitions. Both
ways to obtain an UC do not destroy the correspondence between parse trees and
dCNFs; specifically, the only detail that is added when converting cores between
parse trees and dCNF's is turning Boolean constants that originate from replacing
subformulas in a parse tree into fresh propositions from X in a dCNF and vice
versa. Hence, the notions of UC obtained by Def. 9 and by Def. 12 are equivalent.

5.2 Variants

We now examine some variants of Def. 10 w.r.t. the information contained in
the UCs that they can yield. Each variant is built on top of the previous one.
Definitions 11 and 12 apply correspondingly.

Replacing Biimplications with Implications

Intuition and FExample Definition 10 uses biimplication rather than implication
in order to cover the case of both positive and negative polarity occurrences
of subformulas in a uniform way. A seemingly refined variant is to consider
both directions of that biimplication separately.®> However, it is easy to see that
in our setting of formulas as parse trees, i.e., without sharing of subformulas,
each subformula has a unique polarity and, hence, only one direction of the
biimplication will be present in an IUC. In other words, using an implication
and a reverse implication rather than a biimplication has no benefit in terms of
granularity of the obtained cores.

3 While we defined biimplication as an abbreviation in Sect. 2, we treat it in this
discussion as if it were available as an atomic operator for conjuncts of this form.

10



P P Conjuncts in IUC of ¢ via dCNF Replacement for 1 in ¢

beB +/=|zy > b b

p € AP +/—|zy & p P

o1 € {~,X,F,G} |+/—|zy < o1z o1’

Iw/ Ad

[V + Top <= Tyt V Tyrr VR
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Top > Tyt N Tyrr v AP
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Loyt
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' Rap”’ — Ty <> Ty Ry Gy’

€T 1t

Ty = Ty Rx g0 'Ry’
Tyt
Tyrr

Table 1. Translating an IUC based on Def. 12 back to an LTL formula.
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Formalization The formal definition is given below.

Definition 13 (Definitional Conjunctive Normal Form with Implica-
tions). dCNFimpl(¢) is defined as dCNF(¢) except that the bitmplication < is

replaced with =, which is defined as — if the occurrence of ¥ is positive in ¢
and with < otherwise:

b Conjunct € dCNF 445 (¢)
b with b € B Ty = b
p with p € AP Ty = P

019’ with o1 € {-,X,F,G} Ty = 01Ty
P’ oo ' with o € {V,A, U, R}|zy = Ty 02 Tyt

The translation back into an LTL formula can be achieved via Tab. 1 by
replacing biimplications with (reverse) implications.

Splitting Implications for Binary Operators

Intuition and Ezample We now consider left-hand and right-hand operands
of the A and V operators separately by splitting the implications for A and
the reverse implications for V into two (reverse) implications. For example,
T Aqp?? = Loy N Ty 18 sPlit into Tyr gy — Ty and Ty agrr — Ty That variant
can be seen not to yield finer granularity as follows. Assume an IUC dCNF’
contains a conjunct Ty — Ty but not Tyayr — xyr. The corresponding
IUC dCNF based on Def. 10 must contain the conjunct @y sy — Ty A Tyr but
will not contain a definition of z,~. Hence, also in the IUC based on Def. 10, the
subformula occurrence 1" can be seen to be irrelevant to that core. The case for
V is similar.

Formalization

Definition 14 (Definitional Conjunctive Normal Form with Split Im-
plications). dCNFsplitimpl(¢) is defined as dCNFimpl(¢) except in the follow-
ing cases:

P Polarity of v in ¢|Conjuncts € dCNF g, ()
AP+ Tap — Tyt Tap — Tyt
"/’/ Vv w” — Lap = Loyt y T < Tyt

The translation back into an LTL formula is given in Tab. 2. Only cases
different from Tab. 1 (modulo (reverse) implications vs. biimplications) are listed.

Temporal Unfolding

Intuition and Example Here we rewrite a conjunct for a positive polarity occur-
rence of an U subformula as its one-step temporal unfolding and an additional
conjunct to enforce the desired fixed point. L.e., we replace a conjunct zyruyp» —
Ty Uy With zyrgyr — Ty V (xw/ A\ X$¢/U¢//) and zyruyr — Faygnr.

12



[ P Conjuncts in IUC of ¢ via dCNF Replacement for 1 in ¢

[AAVE VA B Top — Ty P’

:l?,d}/ —

Loy CL‘QPI/ ’l[)”
:Ew// —
Ty = Ty "L', v ¢//
Loqpy .’L‘w//
(Iiwl —
Toptt
YA |+ Ty — @y W’
Ty —
"
Tqp — acw// ’l/)//
:E@b” -
Top — Ty P’ AP’
Loy — Iz/;"
T, —
P
:Ew// s

Table 2. Translating an IUC based on Def. 14 back to an LTL formula.

This can be seen to provide improved information for positive polarity oc-
currences of U subformulas in an IUC compared to Def. 14 as follows. A dCNF
for a positive occurrence of an U subformula ¢'Uy"” obtained by Def. 14 re-
sults (among others) in the following conjuncts: ¢ = zyruyr — Ty Uzyr,
C" = {zy — ...}, and C"" = {xy» — ...}. An IUC based on that dCNF
contains either 1. none of ¢, ¢ € C"', " € C"" 2. ¢, " € C", or 3. ¢,
" e " " € C"'. On the other hand, a dCNF with temporal unfolding
as suggested results in the conjuncts: ¢ = zyuyr — Ty V (T A Xzyruyr),
" = zyuyr — Fryr, and C", C"" as before. An IUC based on that dCNF
contains either 1. none of ¢/, ¢’, ¢ € C", " e C", 2. ¢, " € O,
C//// 6 C’/I/ G C////’ 3. C”, C/I// E 01/1/7 or 4. Cl, C”, C/// G Cf///7 C//// 6 C’/I//. FOI.
some U subformulas the additional case allows to distinguish between a situa-
tion where unsatisfiability arises based on impossibility of some finite unfolding
of the U formula alone (the TUC contains ¢/, ¢/ € C", ¢ € C""") and a situa-
tion where either some finite unfolding of that formula or meeting its eventuality
are possible but not both (the IUC contains ¢, ¢’, ¢ € C", " € C'""). See
also Tab. 1 and Tab. 3.

As an illustration consider the following two formulas: 1. (¢’Uv”) A
(=" A=) and 2. (YUY )A (= A ") V (G—")) An TUC based on Def. 14
will contain ¢, ¢/ € C"', and """ € C"" in both cases while one based on Def. 15
below will contain ¢/, ¢’/ € C"”, and """ € C""" in the first case and additionally
¢ in the second case.

Temporal unfolding leading to more fine-granular IUCs can also be applied
to negative polarity occurrences of R formulas in a similar fashion. Here a
corresponding example is 1. (=('Ry”)) A (¢ A ") versus 2. (=(¢'Ry”)) A
(' A"y Vv Gyp”). In the formal definition below we also include the opposite
polarity occurrences for U and R as well as negative polarity occurrences of F

13



and positive polarity occurrences of G subformulas.* However, these cases do
not lead to more fine-granular IUCs.

Formalization

Definition 15 (Definitional Conjunctive Normal Form with Temporal
Unfolding). dCNFtempunf(¢) is defined as dCNFsplitimpl($) except in the
following cases:

P Polarity of v in ¢|Conjuncts € dCONF 4, ()

U |+ Tyrgyrt = Tyt V(@ A X1y ), Ty — Feyn
’lZJ/U’Lb” — Toprygypl! <= Tyt Y (z’l/—" A Xxw’Uw”)

'R |+ Tyl Rap!! — Tyrr N (zwl \ X'T’AUIR’AU”)

'(/}/Rw/l - Ty Rap!! < Topt? A (ww/ \Y% me/Rwu), T/ Rap!! wa//
Fy’ - Tpy — Tyt V XTpyr

Gy’ |+ TGy = Ty AXagyr

The translation back into an LTL formula is given in Tab. 3. Only cases
different from Tab. 2 are listed. In order to handle some of the additional cases
provided by temporal unfolding one can either introduce a weak U and a strong
R operator, which do not (U) or do (R) enforce the eventuality, or rewrite the
additional case.

Splitting Conjunctions from Temporal Unfolding

Intuition and Example Our final variant splits the conjunctions that arise from
temporal unfolding in Def. 15. In 4 of the 6 cases where temporal unfolding is
possible this allows to distinguish the case where unsatisfiability is due to failure
of unfolding in only the first time step that a U, R, F, or G formula is supposed
(not) to hold in versus in the first and/or some later step.” Examples where this
distinction comes into play are:

U (+ pol.): (¢"U") A (=" A=¢") and (" UD") A (=p" A X(=p" A =p"))
R (- pol) (@R A (" AY") and (=P RY7)) A (7 AX (P AYP"))
F (= pol): (-F¢) Ay and (-F¢’) A Xy
G (+ pol): (Gy') A=y and (Gy') A X~y

Formalization The formal definition is as follows:

Definition 16 (Definitional Conjunctive Normal Form with Split Tem-
poral Unfolding). dCNFsplittempunf (¢) is defined as dCNFtempunf (¢) except
in the following cases:

4 Unfolding the opposite polarities for F and G subformulas would require the original
conjunct as without unfolding to ensure the correct fixed point and, therefore, does
not make sense.

5 Note that for the remaining 2 cases of negative polarity occurrences of U formulas
and positive polarity occurrences of R formulas that level of granularity is already
provided by Def. 10: either a definition of v’ is present in an IUC or not. See also
Tab. 1.
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P Conjuncts in IUC of ¢ via dACNF Replacement for ¢ in ¢
IZJ/U’LZ)” + Tyruy!! > Tyl \ (a:d,/ A XIw/Uw//) (’l/J/U’([)//) \% G’L/)/ (weak until)
Loyt —
il?,l/}// d
CL‘d)/Uw// g me” F’L/}”
Toptt —
"
Tyruy!! — ;,L/)// \Y% (il?,d}/ A XIWUW’) ’lP’U’LZJ”
Tt ygp!! — YT
P Uy P
Tyt —
T —
»
U X "
— Toyryy!! < Ty V (.’L‘w/ A ‘Tw’Uw”) P
an —
Toyryy!! < Tyr V (acw/ A Xafw/Uw//) W' U’
Tyt —
Iq/)// —
' Ry’ + Tyt Rap!! > Tyt N (.’,Ew/ \% X‘Cw’Rw”) P’
Ty —
Tyl Rap!! — Topt! A (.’L’w/ \Y% wa/Rw’/) ’l/J/R'(/)“
Tyt —
11;// d
PRy |— T yrrayrt — Tyt N (s V Xy rgprr) (W'Ry"") ANFy’ (strong releases)
Tyt —
Tyt
P
Tyrry!t — GTyr Gy’
il?,l/}// —
Tyl Rt é/)u A (@yr V X&yrgyrr) V' Ry’
I oy " o= X1t
P Rap P
acw/ —
Tyt —
F’Lf)’ — TRyl < Tyt \4 XIFU:/ FT,ZJI
xd)/ —
Gy’ + Tay! = Tyt N XTgys Gy’
Tyt —
"
Table 3. Translating an IUC based on Def. 15 back to an LTL formula.
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P Polarity of 1 in ¢|Conjuncts € dCNF 4y ()

’tb'U’Ll)” + Toypryy!! — Tyl \ Topl s Topt yap!! — Topt? \% me/Uw//, Toyruyg!! — de)//
¢,U¢// _ Tyt Gop!! = Loyt ly Tyl Gapt! = Tyt N X?Ew/Uw//
w/Rw“ + T/ Rap!! > Toptl s Tyt Rap!! — Tyt \% Xxw/Rw//
'R | — Tyt Rap!? — Tptt N Tt s Tyt mapt? < Taprr N XTyrgaprr, Typr gyt — Gayrm
Fy' — Tpy! < Tyt Tpyl — XTpy/
Gwl + TGy! — Tyts T ; — Xz ’

P ' TG G

As before we indicate in Tab. 4 how to translate an TUC based on Def. 16
back to an LTL formula. Only cases different from Tab. 3 are listed.

5.3 Comparison with Separated Normal Form

Separated Normal Form (SNF) [Fis91, FN92, FDPO1] is a conjunctive normal
form for LTL originally proposed by Fisher to develop a resolution method for
LTL. The method was implemented by Hustadt and Konev [HK02, HK03]; later
applications of SNF include encodings for BMC [BCCZ99] without [FSW02] and
with [CRS04] past time operators.®

The original SNF [Fis91, FN92] separates past and future time operators by
having a strict past time operator at the top level of the left-hand side of the
implication in each conjunct and only Boolean disjunction and F operators on
the right-hand side. We therefore restrict the comparison to two later variants
[FDP01,CRS04] that allow propositions (present time formulas) on the left-hand
side of the implications.

While the main contribution of [FDPO01] is a full completeness result for
the temporal resolution method, it also contains a simpler future time variant
of SNF. It handles formulas not in NNF and uses a weak U operator instead
of R. [FDPO1] further refines Def. 16 in two ways. First, it applies temporal
unfolding twice to U, weak U, and G formulas. This allows to distinguish failure
of unfolding in the first, second, or some later step relative to the time when a
formula is supposed to hold. Second, in some cases it has separate conjuncts
for the absolute first and for later time steps. In the example (pU(g A 7)) A
((—q) A XG~r) this allows to see that from the eventuality gAr the first operand
is only needed in the absolute first time step, while the second operand leads
to a contradiction in the second and later time steps. A minor difference is that
atomic propositions are not defined using separate fresh propositions but remain
unchanged at their place of occurrence.

[CRS04] uses a less constrained version of [FDPO1]: right-hand sides of im-
plications and bodies of X and F operators may now contain positive Boolean
combinations of literals. This makes both above mentioned refinements of Def. 16
unnecessary. It uses R rather than weak U operators. The resulting normal form
differs from Def. 15 in 4 respects: 1. It works on NNF. 2. Positive Boolean combi-
nations are not split into several conjuncts. 3. Fresh propositions are introduced
for U, R, and G formulas representing truth in the next rather than in the
current time step. Because of that, temporal unfolding is performed at the place

6 For the notion of past time operators see Sect. 8.
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[ P Conjuncts in IUC of ¢ via dCNF Replacement for 1 in ¢
' Uy’ + Toprugyp!t = Toytt N Tyt LAV
€T, —
»
Loyt —
"
Tyrgytt = Tyt NV Ty (¥'Uyp”") v Gy’ (weak until)
Toyryy!! — Ty V X”w’Uw”
€T, —
»
Iq/)// —
Tyrygyrr — Faym Fy”
Toptt —
b
Toprygypl! = Tytt \Y% Tyt (’LZ)’ \% ’L‘D”) A (F’LZ)”)
z"/’/U’lP” s wa//
Loyt —
"
an —
Tyl yy!! = Tyt \Y% Tyt ’l/)/Uw”
Toyryy!! — ;w// Y me'Ud’”
IQ/JIUUJII g ‘TU)”
€T, —
P
.’.l),‘p/l —
P Uy Typruy!’ < Tyt p”
Toptt <
b
z‘P'Uw” — :ET/J” ’LZ),U’LZJ”
Toyryy!! < Tyt A me/Uw”
Tyt
»
L optt <—
'Ry’ + Tyt Rap!! > Topt! P’
acw// —
:Ew/R,wu g I’d’” 'l/),Rw//
Tyl Ry!! — Tyt V sz’Rw”
‘T)w/ —
1‘1/)// —
w/R”L/I// Tyl Ryp!! < Topt? N Tyt ’l/)/ A 1/1”
€Tyt
»
l‘w// —
Tyt Rap!? = Typ1r N Ty (W'RY"") ANFy’ (strong releases)
T/ Rap!! < Toptt A me’Ru‘»”
Loyt
P
acw// —
.’L‘w/Rw// — Gl‘w// Gw”
€Lopytt
»
Tyl Ryp!! < Tyt N Tyt (’l[)/ A ”Lﬂ”) \4 (G’l/)”)
Tyrry! — GTyn
Tyt
»
:l?,d}// —
T Rap!! < Toptt N Xy ’l,[)’R,’(L'”
Tyl Ryp!! g¢// N Xx’kb’R’ll’”
Xyt 1" = T optt
YRy ¥
Tyt
Iq/)// —
F'(/)/ - Tl <= Tyt ’l/)/
Ty —
"
Tyl < Tyl Fy'
Tpy! — XTpy/
Id)// —
G’ + TGyl — Ty P’
Ty —
Tgy! — Tyl Gy’
Tay — XTgy/
il?,l/}/ —

Table 4.

Translating an TUC based on Def. 16 back to an LTL formula.
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of occurrence of the respective U, R, or G formula. 4. As in [FDP01] atomic
propositions remain unchanged at their place of occurrence. The combination of
2 and 4 leads to this variant of SNF yielding less information than Def. 15 in the
following example: (F(p A ¢)) AG—p. An IUC resulting from this variant of SNF
will contain the conjunct 2 — F(p A ¢), not making it clear that ¢ is irrelevant
for unsatisfiability. On the other hand, unsatisfiability due to failure of temporal
unfolding at the first time point only can in some cases be distinguished from
that at the first and/or or later time points, thus yielding more information than
Def. 15; (Gp) A —p is an example for that.

6 Unsatisfiable Cores via Bounded Model Checking

6.1 Intuition and Example

By encoding existence of counterexamples of bounded length into a set of CNF
clauses SAT-based Bounded Model Checking (BMC) (e.g., [BCCZ99,BCCT99,
BCRZ99]) reduces model checking of LTL to SAT. Utilizing performance in-
creases in SAT solving technology (for an overview see, e.g., [KS08]) SAT-based
methods have become an established standard that complement BDD-based
methods in verification; a survey on SAT-based verification methods is available
in [PBGO5]. Details and references on BMC can be found, e.g., in [BHJT06].

To prove correctness of properties (rather than existence of a counterex-
ample) BMC needs to determine when to stop searching for longer and longer
counterexamples. The original works (e.g., [BCCZ99]) imposed an upper bound
derived from the graph structure of the model (see also [CKOS05]). A more re-
fined method (e.g., [SSS00]) takes a two-step approach: For the current bound on
the length of counterexamples k, check whether there exists a path that 1. could
possibly be extended to form a counterexample to the property and 2. contains
no redundant part. If either of the two checks fails and no counterexample of
length < k has been found, then declare correctness of the property. As there are
only finitely many states, step 2 guarantees termination. Often, bounds are tight-
ened using some form of induction [SSS00]. For a discussion of other methods to
prove properties in BMC see, e.g., [BHIT06].

By assuming a universal model BMC provides a way to determine LTL satis-
fiability (used, e.g., in [CRST07]) and so is a natural choice to investigate notions
of UCs. Note that in BMC, as soon as properties are not just simple invariants of
the form Gp, already the first part of the above check for termination might fail.
That observation yields an incomplete method to determine LTL satisfiability.
We first sketch the method and then the UCs that can be extracted.

The method essentially employs Def. 16 to generate a SAT problem in CNF
as follows: 1. Pick some bound k. 2. To obtain the set of variables instantiate
the members of X for each time step 0 < i < k+ 1 and of AP for 0 < i < k.
We indicate the time step by using superscripts. 3. For the set of CNF clauses
instantiate each conjunct in dCNF 4, not containing a F or G operator once
for each 0 < 7 < k. Add the time 0 instance of the root of the dCNF, xg, to
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the set of clauses. 4. Replace each occurrence of Xa:f/) with mf;'l. Note that at
this point all temporal operators have been removed and we indeed have a CNF.
Now if for any such k the resulting CNF is unsatisfiable, then so is the original
LTL formula. The resulting method is very similar to BMC in [HJL05] when
checking for termination by using the completeness formula only rather than
completeness and simplepath formula together (only presence of the latter can
ensure termination).

Assume that for an LTL formula ¢ the above method yields an unsatisfiable
CNF for some k and that we are provided with a (preferably irreducible) UC of
that CNF as a subset of clauses. It is easy to see that we can extract an UC of the
granularity of Def. 16 by considering any dCNF conjunct to be part of the UC
iff for any time step the corresponding CNF clause is present in the CNF IUC.
Note that the CNF IUC provides potentially finer granularity in the temporal
dimension: the CNF IUC contains information about the relevance of parts of
the LTL formula to unsatisfiability at each time step. Contrary to the notions
of UC in the previous section we currently have no translation back to LTL for
this finer level of detail. Once such translation has been obtained it makes sense
to define removal of clauses from the CNF as the operation to derive a core
thus giving the notions of core, unsatisfiable core, proper unsatisfiable core, and
irreducible unsatisfiable core via BMC.

As an example consider ¢ = ((pVXXp) A (G—q)) A (G((—p) VXXgq)). The
translation into a set of CNF clauses and the CNF IUC are depicted in Fig. 3.
Extracting an UC at the granularity of Def. 16 results in ¢ itself. However, the
CNF IUC shows that, e.g., the occurrence of p in the last conjunct is relevant
only at time steps 0 and 2 and the occurrence of ¢ in the middle conjunct matters
at time steps 2 and 4.

6.2 Formalization

In the following definition we spell out the translation of ¢ into a CNF for a
given bound k.

Definition 17. Let ¢ be an LTL formula over atomic propositions AP, let k €
IN. For all 0 <i < k+1 let y*,y"",... €Y be fresh atomic propositions not in
AP and let p*, ¢%, ... be fresh atomic propositions — neither in AP nor in Y —
denoting the values of p,q,... € AP for each time step. CNFsplittempunf (¢, k)
s a set of clauses, i.e., a CNF, containing (yg) and one or more clauses for each
occurrence of a subformula v in ¢ according to Tab. 5.

It is easy to see that CNFsplittempunf (¢, k) essentially contains a subset of
the conjuncts of a dCNF according to Def. 16 and enforces each of them only for
the time steps from 0 to k. Hence, the equisatisfiability of dCNFsplittempunf (o)
and ¢ implies:

Fact 2 Let ¢ be an LTL formula over atomic propositions AP. If for some
k € IN CNFsplittempunf (¢, k) is unsatisfiable, then so is ¢. The converse does
not hold.
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(@ — T gt (@3 — @2 )0 (@ — @2 )

@y npr = 1) (@ ppr = T) @5 pr = )

(ey = =p Vakx,) (= = op Vekx,) (@) = e vekxy)

(@3 — ) (=3 —p) (=3 —p)

(kxp = 7%p) (%xp — 7%, (=Xxp — *%p)

l(m%(p - ‘T‘gﬂ)l (mg(p — @3 9) (mg(p — @p2)

(w;j — p) [(«"1%‘2 — p) (1’2,2 — p)

@l = Ty @ =T @5 g = =0

@y — 2Ly (@5, — =22y

(@l = —ad) @3, = —ad)

(&) — @ (&3 — @)

[(w,‘l/)/ i mi/) (-’Pi/ - Ii/)[ [(Ii/ i Ti/)

(wé, - l'llp//) (”—'i - wi//) (*é - a"i)//) (733, - 1:1/1”)

(Wilp// i J;) (T/i// i mi) (l‘?p// - wi)

(23 — =l Vakx,) % =23, vakx,) @) = et vekx,)

(Il.p g _‘I;,:;) (I:ip - *12’3) (zip - _‘12,3)

(@} 3 < P) (@3 3 < p) (@3 —P)

(m%(Xq - I%{q) <mgCXq - m%{q) (z%qu - z%{q)

[=ky = =3 2)] (%, — =3,2)] (%, = =5.2)

(@) o — a) (@35 — o )

[l = =200 @20 = =50) @50 = @) @ = @50)
time step O time step 1 time step 2 time step 3 time step 4

Fig. 3. Example of an UC via BMC. Clauses that form the SAT IUC are marked
blue boxed. The input formula is ¢ = ((p V XXp) A (G—¢q)) A (G(p — XXq)).
We abbreviate: v = p V XXp, ' = G—¢q, ¥ = G(p — XXgq), and x = p —
XXgq.
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P Polarity of ¢ in ¢|Clauses for each 0 < i < k € CNFsplittempunf (¢, k)
beB |+ (~yy V. b)

beB |[— (yy VD)

p € AP |+ (~yi Vv pY)

p€EAP|- (i, v —p")

-’ + (_‘y:p )

-’ - (y;) v y;,)

AP+ (~yl, v yi})/% (-yh, v yfp//)

W AP - (W V s VY 2yyn)

V| + (~y V Yy V)

W' V| — (y;) v ﬁyz,/)’ (y:p V oY)

Xy |+ vy Vi

Xy |- (yy Vi)

YUY |+ (Y VYo N yi)s (CYyrgen N Y N YsiGn)
U | = (yiz;’Uq,u” v ﬁyi,,), (yioluw” 4 ﬁyz,/ 4 ﬁy:;/r‘ljw//)
'Ry’ |+ (_‘yf/,/RQ/,H 4 y:‘/,”)) (_'yzi/;’Rw“ v yf/,, Vv y:‘;’—;&w”)
'Ry | = (ywaw” Vv ﬁyi,// Vv ﬁyfp/)v (yfl)’Rw” Vv ﬁyz,// 4 ﬁy:ﬁ;w”)
Fy’ + 0

Fy' - (y;w,/ Vv ﬁyfp/)a (y;—w/ \ ﬁy;ﬂzl/)

Gy’ + (_‘yé;d,/ Vv yfp/)a (_‘yé;d,/ Vv yz_«i;/)

Gy’ — 0

Table 5. Clauses in CNFsplittempunf for formula ¢ and bound k. The () indi-
cates that no clause is generated.
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Let CNF’ be an IUC of CNFsplittempunf (¢, k). To translate that back to an
LTL formula proceed as follows. Let ¢! denote the instantiation of some conjunct
¢ € dCNFsplittempunf (o) for time step . 1. Construct a dCNF UC based on
Def. 16 as follows by setting dCNF.,,, such that it contains c iff ¢! is part of
the CNF IUC for some 0 < i < k: Ve € dCNFsplittempunf(¢) . ((30 < i <
k.c € CNF') < c € dCNF! ) 2. Translate the resulting dCNF UC to LTL as
described in Sect. 5. If for some subformula the corresponding set of conjuncts
cannot be found in Tab. 4, then extend the set of conjuncts in the UC as needed.

Note that a CNF TUC does not guarantee a dCNF IUC. As an example con-
sider (G(p — (¢ A1) A((mgA-1) AN (X(=gA—71)))A(pVXp). At the CNF
level an UC can use, e.g., ¢ in time step 0 and r in time step 1 and still be
irreducible. Clearly such CNF IUC does not yield a dCNF TUC.

7 Unsatisfiable Cores via Tableaux

7.1 Intuition and Example

Tableaux are widely used for temporal logics. Most common methods in BDD-
based symbolic model checking (e.g., [BCM™92, CGH97]) and in explicit state
model checking (e.g., [GPVWO95]) of LTL rely on tableaux. Therefore tableaux
seem to be a natural candidate for investigating notions of UCs.

In this section we only consider formulas in NNF. We assume that the reader
is familiar with standard tableaux constructions for LTL such as [GPVW95].
We differ from, e.g., [GPVW95] in that we retain and continue to expand closed
(i.e., contradictory) nodes during tableau construction and only take them into
account when searching for satisfied paths in the tableau. We fix some terminol-
ogy. A node in a tableau is called 1. initial if it is a potential start, 2. closed if
it contains a pair of contradicting literals or the Boolean constant 0, 3. terminal
if it contains no obligations left for the next time step, and 4. accepting (for
some U or F formula), if it either contains both the formula and its eventuality
or none of the two. A path in the tableau is initialized if it starts in an initial
node and fair if it contains infinitely many occurrences of accepting nodes for
each U and F formula. A path is satisfied if 1. it is initialized, 2. it contains no
closed node, and 3. it is finite and ends in a terminal node or infinite and fair. A
tableau is satisfied iff it contains a satisfied path. Satisfied paths yield satisfying
assignments for the LTL formula for which the tableau is constructed.

Intuitively, closed nodes are what prevents satisfied paths. For an initialized
path to a terminal node it is obvious that a closed node on that path is a
reason for that path not being satisfied. A similar statement holds for initialized
infinite fair paths that contain closed nodes. That leaves initialized infinite unfair
paths that do not contain a closed node. Still, also in that case closed nodes
hold information w.r.t. non-satisfaction: an unfair path contains at least one
occurrence of an U or F formula whose eventuality is not fulfilled. The tableau
construction ensures that for each node containing such an occurrence there
will also be a branch that attempts to make the eventuality 1 but fails to do
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so or runs into another contradiction. That implies that the reason for failure
of fulfilling eventualities is not to be found on the infinite unfair path, but on
its unsuccessful branches. Hence, we focus on closed nodes to extract sufficient
information why a formula in unsatisfiable.

The procedure to extract an UC now works as follows. It first chooses a subset
of closed nodes that act as a barrier in that at least one of these nodes is in the
way of each potentially satisfied path in the tableau. Next it chooses a set of
occurrences of contradicting literals and 0 s.t. this set represents a contradiction
for each of the selected closed tableau nodes. As these occurrences of subformulas
make up the reason for non-satisfaction, they and, transitively, their fathers in
the parse tree of the formula are marked and retained while all non-marked
occurrences of subformulas in the parse tree are discarded and dangling edges
are rerouted to fresh nodes representing 1. A step-by-step description is given in
the next subsection.

As an example consider the tableau in Fig. 4 for ¢ =
X(((GpAgAT)A(F(=pA=g)) V(pA(Xp) A=pAX(=p))). Choosing {ni1,ns}
as the subset of closed nodes and the occurrences of ¢, —¢ in ny and p, —p in
ng leads to X(((G(1AgAD))A(F(A A=)V (pA1LA-pAL)) as UC. Choosing p
and —p also in ny leads to X(((G(p ALAL)A(F(pA-1)V(pALA-DAL)
and selecting ns instead of ng leads to two more possibilities with Xp and X—p
rather than p and —p being preserved in the second disjunct.

The latter two possibilities show that it is not sufficient to stop the tableau
construction once a closed node has been reached when it is desired that all
IUCs of a formula can be extracted from an unsatisfied tableau.

Below we show that the set of UCs that can be extracted in that way is
equivalent to the set of UCs obtained by Def. 9. However, we conjecture that the
procedure can be extended to extract UCs that indicate relevance of subformulas
not only at finitely many time steps as in Sect. 6 but at semilinearly many.
Given, e.g., ¢ = p A (G(p — XXp)) A (F(—p A X=p)), we would like to see that
some subformulas are only relevant at every second time step.

7.2 Formalization

Below we first give our formal definition of a tableau for LTL and then explain
differences w.r.t. the standard construction. The exposition is closer to construc-
tions that are not geared towards on-the-fly expansion, e.g., [LP85].

Definition 18 (Tableau). Let ¢ be an LTL formula in NNF with parse tree
pt,. A tableau for ¢ is a directed graph ty = (Ws,, Fy,) whose nodes Wy, rep-
resent sets of formulas expected to hold at a certain time point and whose edges
F;, represent transitions from one time point to the next.

The closure CLg of ¢ is the smallest set that contains all nodes in the parse
tree of ¢, VP%’ and, for any node v € Vy,y, whose operator is U, R, F, or G,
also contains a fresh node v' ¢ Vi, s.t. op(v') = X and left(v') = v. Given a
node v representing a U, R, F, or G formula, we denote the corresponding fresh
node with Xwv.

¢
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Fig.4. Example of an unsatisfied tableau along the lines of [GPVW95]
but with closed nodes still expanded further. The formula is ¢ =
X(((GpAgAT)AF(=p A=)V (pA(Xp)A=pAX(=p))). The initial
node ng has an incoming arrow, closed nodes ny, n3, ns are filled red, accepting
nodes (all but ns) are drawn with thick double lines, and the terminal node ns
has no outgoing arrow.
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Nodes in Wy, are subsets of CLy; Wy, contains all nodes w s.t. Vv € CLy
1. if v represents a disjunction, then w contains v iff it contains one of its
children: op(v) =V = (v € w < left(v) € wV right(v) € w), 2. if v represents
a conjunction, then w contains v iff it contains both children: op(v) = AN = (v €
w & left(v), right(v) € w), 3. if v represents an U formula, then w contains v iff
it contains either the right-hand (eventuality) child or the left-hand child and the
node representing the obligation for f(v) to hold in the next step: op(v) = U =
(v € w < right(v) € wV (left(v) € w A Xv € w)), 4. if v represents a R formula,
then w contains v iff it contains both left-hand and right-hand children or the
right-hand child and the obligation for f(v) to hold in the next step: op(v) = R =
(v € w < right(v) € wA(left(v) € wV Xv € w)), 5. if v represents a F formula,
then w contains v iff it contains its left-hand (eventuality) child or the obligation
for f(v) to hold in the next step: op(v) =F = (v € w & left(v) € wV Xv € w),
and 6. if v represents a G formula, then w contains v iff it contains the left-hand
(body) child of v and the obligation for f(v) to hold in the next step: op(v) =
G= (vewe left(v),Xv € w).

A node w is 1. initial iff it contains the root node root(pt): root(pt,) € w,
2. closed iff it contains node(s) representing 0 or a pair of contradicting liter-
als: (Fv € w . flv) =0) or (Fv,0' € w.Ip € AP . f(v)=p A f(v') = —p),
and 3. terminal iff it contains mo obligations for the next time step: Yv €
w. (op(v) #X) A (v # Xv')

There is an edge (w,w') in ty iff, for each node v € w with either op(v) =X
or v =Xuv' in the source node w, v is contained in the target node w': (w,w’) €
Fy, & Yoew. ((op(v) =XVov=X0)=veuw).

A path 7 is initialized iff it starts in an initial node: root(pt,) € w[0]. An
infinite path m in ty is fair iff each eventuality that appears on some node on
7 is eventually fulfilled: ¥i € IN . Yv € w[i] . ((op(v) = U A right(v) =v") vV
(op(v) =F Aleft(v) =v")) = (Fi' > i .0 € n[i’]).

A path in ty is satisfied iff 1. it is initialized, 2. it does not contain a closed
node, and 3. (a) it is finite and ends in a terminal node or (b) it is infinite and
fair.

A tableau is satisfied iff it contains a satisfied path, unsatisfied otherwise.

The definition above deviates from standard definitions for LTL tableaux in
that nodes are sets of parse tree nodes (occurrences of subformulas) rather than
subformulas. Moreover, it does not require nodes to not contain contradictions
but rather delays this check to the detection of satisfied paths. This affects nei-
ther arguments of correctness (non-existence versus non-consideration of nodes)
nor of termination (finiteness of the number of nodes). Hence:

Fact 3 (¢ is Satisfiable iff ¢, is Satisfied) Let ¢ be an LTL formula in NNF
with tableau t4. ¢ is satisfiable iff ty is satisfied.

A step-by-step description to extract an UC is given below.

Definition 19 (UC Extracted From Unsatisfied Tableau). Let ¢ be an
unsatisfiable LTL formula in NNF with parse tree pt, and tableau ty. Let Cy, be

25



the set of closed nodes in ty. Proceed as follows: 1. Choose a subset W C Wy,
of nodes in ty s.t. W contains a set of closed nodes that are sufficient to prevent
satisfaction of ts; in other words, even when allowing a satisfied path to contain
nodes in Wy, \(WNCy, ) rather than in Wy, \C},, then ty would still be unsatisfied.
2. Choose a subset V. C Vi~ of parse tree nodes of pt, s.t. the intersection
of each closed node in W with V' contains parse tree node(s) representing the
Boolean constant 0 or a pair of contradicting literals. 3. Mark the nodes in pt,
that are contained in V. 4. Recursively mark the fathers of marked nodes in pt .
5. Finally remove unmarked nodes from pt, and redirect dangling edges to fresh
1 nodes.

The following theorem states equivalence of the sets of UCs that can be
obtained by extraction from an unsatisfied tableau and via parse tree.

Theorem 4 (Equivalence of UCs Extracted From Unsatisfied Tableaux
and via Parse Tree). Let ¢ be an unsatisfiable LTL formula in NNF with parse
tree pt, and tableau ty. A parse tree pt’ can be obtained from t, as a result of
Def. 19 iff pt" is an UC of pt, via parse tree (Def. 9).

Proof. Lemmas 1 and 2.

Lemma 1 (Correctness of UC Extraction From Unsatisfied Tableau).
Let ¢ be an unsatisfiable LTL formula in NNF with parse tree pt, and tableau
ty. Let pt’ be a parse tree obtained from ty as a result of Def. 19. Then pt’ is an
UC of pt, via parse tree (Def. 9).

Proof. (Sketch.) We have to show that Def. 9 holds, i.e., pt’ is a core (Def. 8)
and it represents an unsatisfiable formula.

It is easy to see that the procedure outlined in Def. 19 selects a non-empty
set of nodes in pt, and marks all of these nodes as well as all nodes on the
way between any one of them and the root. It then removes subtrees rooted at
unmarked nodes (including all children, also being unmarked by construction)
and replaces them with 1. With ¢ being in NNF this establishes Def. 8.

In order to show that the formula represented by pt’ is unsatisfiable we con-
sider a variant of pt’ that is obtained as follows. Rather than replacing unmarked
subtrees with 1 we only replace unmarked leafs with 1. Let the resulting parse
tree be pt” with associated formula ¢". pt, and pt” are isomorphic up to the la-
beling of leaf nodes. By Def. 18, their tableaux are isomorphic s.t. two isomorphic
tableau nodes are sets of isomorphic parse tree nodes.

We can now state the following. 1. A node in ¢y is initial (resp. terminal) iff
the isomorphic node in f is initial (resp. terminal). 2. For any parse tree node
representing a formula of the form ¢’ U or F1), a tableau node w in ¢4~ contains
the parse tree node v representing 1 iff the tableau node isomorphic to w in 4
contains the parse tree node isomorphic to v. 3. If a node in ¢4~ is isomorphic
to a node in W N Cy,, then it is closed.

Now it’s easy to see that t4 is unsatisfied and, hence, ¢” is unsatisfiable. As
¢" simplifies to ¢’, so is the latter.
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Lemma 2 (Completeness of UC Extraction From Unsatisfied Tableau).
Let ¢ be an unsatisfiable LTL formula in NNF with parse tree pt, and tableau
ty. Let pt' be an UC of pty via parse tree (Def. 9). Then pt’ can be obtained
from ty as a result of Def. 19.

Proof. (Sketch.) First assume pt’ is an IUC of pt, by Def. 9. Extend pt’ s.t. it
is isomorphic to pt, as in the proof of Lemma. 1 and name the result pt”. By
correctness of the tableau method (Fact 3) the tableau for f(pt”) is unsatisfied.
When applying the core extraction method in Def. 19 to the tableau for f(pt”)
it is both possible and sufficient to mark all leaf nodes of pt” in the tableau for
f(pt”) in steps 1 and 2 of Def. 19 and, hence, obtain pt” as an UC. By a similar
argument as in the proof of Thm. 1 the same core can be extracted from 4.

Now let pt’ be not irreducible, and let pt” be an IUC of pt’. By the previous
argument pt” can be extracted as an UC from pt,. Note that the tableau con-
struction for ¢ in Def. 18 is such that every parse tree node of pt, will appear
as parse tree node in some tableau node of ¢;. Furthermore, the core extraction
according to Def. 19 allows to mark any node v appearing in some tableau node
and, hence, add any parse tree node v and the corresponding path from the root
of the parse tree pt, to v to the core. Hence, pt” can be extracted as an UC
from the tableau ;.

Marking More Than 0 and Contradicting Literals The proof of Thm. 4 makes it
clear that, when IUCs are desired, in Def. 19 it is never necessary to start marking
from subformulas other than 0 and contradicting literals in closed nodes.

8 Discussion

Past Time Operators Intuitively, past time operators are symmetric to the
future time operators {X, U, R, F, G}, but (assuming that the current time point
is 1) speak about past time points i’ < ¢ rather than future time points i’ > 1.
Their exact definition is unimportant for us. It is well-known that past time
operators (e.g., [Eme90]) do not add expressive power to LTL [Kam68, GPSS80]
but sometimes allow for more natural [LPZ85] or succinct [LMS02] specifications.
While we have no formal result we conjecture that past time operators don’t pose
major difficulties for any of the notions of UC we suggest. We have therefore
omitted past time operators from the presentation. Note, though, that we have
not investigated the role of past time operators and, in particular, the influence
of separation on the notion of an UC obtained via SNF.

Sharing of Subformulas Taking sharing of subformulas into account can con-
siderably improve the presentation of an UC to a user. An example is ¢ = p A—):
¢ is unsatisfiable regardless of the actual definition of ¥ and, most likely, the user
would prefer a presentation of an UC at that abstract level rather than with all
details of 1) present. As is known from vacuity checking [AFFT03] neither consid-
ering occurrences of a subformula as shared nor considering occurrences of a sub-
formula separately will always lead to the (likely) best feedback to the user: let ¥
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be satisfiable, let ¢’ be implied by 1, and consider (¢» A 0)V (¥ A =) V (¢ A —1)').
The first occurrence of 1 is not relevant at all, the second occurrence is relevant
at this abstract level only, and the third occurrence is relevant at some more
detailed level. This might suggest to strive for the most fine-grained partition of
some subset of the set of occurrences of a shared subformula that still allows to
establish unsatisfiability, but we have to leave further investigation of this issue
to future work.

Relevant Algorithms In this paper we were mostly concerned with notions
of UCs rather than with efficient ways to obtain them. Here we provide a few
selected pointers to relevant algorithms. We assume that the goal is to obtain a
small, possibly irreducible, UC.

Straightforward but naive algorithms work directly on the representations as
parse trees or sets of conjunctions, trying to remove subtrees (resp. subsets of
conjuncts), keeping them removed if the result is still unsatisfiable, and restoring
the previous state otherwise. On a parse tree a possibility is to work top-down
in a breadth-first fashion. On a set of conjuncts one can start with a full set of
conjuncts and remove conjuncts one by one (e.g., [CD91]). Another possibility
is to proceed by partitioning the set of conjuncts into two and halving the size
of the partitions in each subsequent iteration (e.g., [Jun01]). If the expected size
of a core is small compared to the number of clauses, then it might be more
efficient to start from an empty set of conjuncts and add conjuncts until the
result becomes unsatisfiable (e.g., [BS01]).

Less naive algorithms extract an UC from a proof of unsatisfiability (e.g.,
[GN03,ZM03a,ZMO03b]). When using a technique that yields an unsatisfiable but
maybe not irreducible core (such as extracting a core from a proof), then one
can iterate this (or another such) technique until a fixed point or a resource limit
is reached (e.g., [ZMO03b]). Clearly, reuse of intermediate results in subsequent
iterations may aid efficient performance (e.g., [DHNO06]). When the iterative
method is terminated one can continue with one of the naive techniques (e.g.,
[ZM03b,DHNO06]). Prefixing conjuncts with activation or clause selector variables
can be used to obtain several cores with a single satisfiability check (e.g., [LS05,
CRSTO7]) or to search for IUCs with a minimum number of conjuncts (e.g.,
[LS04]).

9 Related Work

Notions of Core [CRSTO07] proposes a notion of UCs of LTL formulas. The
context in that work is a method for satisfiability checking of LTL formulas by
using Boolean abstraction (e.g., [KS08]), i.e., by 1. treating the input formula
as a Boolean combination of temporal formulas, 2. abstracting the temporal
formulas with fresh Boolean propositions, 3. obtaining satisfying assignments
in the Boolean space, 4. concretizing the Boolean satisfying assignments, and
5. checking satisfiability of the concretized assignments in the temporal space.
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As a consequence, an UC in [CRSTO07] is a subset of the set of top-level temporal
formulas, potentially leading to very coarse cores.

SAT uses CNF as a standard format and UCs are typically subsets of clauses
(e.g., [BS01]). Similarly, in constraint programming, an UC is a subset of the set
of input constraints (e.g., [BDTW93]); recently, a more fine-grained notion based
on unsatisfiable tuples has been suggested [GMPO07]. Finally, also in satisfiability
modulo theories (SMT) UCs are subsets of formulas (e.g., [CGSO07]).

For realizability [PR89, ALWS89] of a set of LTL formulas, partitioned into a
set of assumptions and a set of guarantees, [CRST08a] suggests to first reduce the
number of guarantees and then, additionally, to reduce the set of assumptions.

Extracting Cores from Proofs In [PPZ01] a successful run of a model
checker, which essentially corresponds to an unsatisfied tableau, is used to
extract a temporal proof from the tableau [GPVW95] as a certificate that
the model fulfills the specification. [Nam01] generates certificates for success-
ful model checking runs of p-calculus specifications. [SC03] extracts UCs from
unsatisfied tableaux to aid debugging in the context of description logics. Ex-
tracting a core from a resolution proof is an established technique in proposi-
tional SAT (e.g., [GN03,ZMO03a,ZM03b]). In SMT UCs from SAT can be used
to extract UCs for SMT [CGS07]. Extraction from proofs is also used in vacuity
checking [Nam04, SDGCO07].

Applications of Cores Using UCs to help a user debugging by pointing out
a subset of the input as part of some problem is stated explicitly as motivation
in many works on cores, e.g., [CD91, BDTW93,BS01, ZM03b].

[SSJT03] presents a method for debugging declarative specifications by trans-
lating an abstract syntax tree (AST) of an inconsistent specification to CNF,
extracting an UC from the CNF, and mapping the result back to AST highlight-
ing only the relevant parts. That work has some similarities with our discussion;
however, there are also a number of differences. 1. The exposition in [SSJT03] is
for first order relational logic and generalizes to languages that are reducible to
SAT, while our logic is LTL. 2. The motivation and focus of [SSJT03] is on the
method of core extraction, and it is accompanied by some experimental results.
The notion of a core as parts of the AST is taken as a given. On the other hand,
our focus is on investigating different notions of cores and on comparing the
resulting information that can be gained. 3. Finally, [SSJT03] does not consider
tableaux.

[TCJO8] suggests improved algorithms for core extraction compared to
[SSJT03]; the improved algorithms produce IUCs at a reasonable cost by using
mechanisms similar to [ZM03b,DHNO06]. The scope of the method is extended to
specification languages with a (restricted) translation to logics with resolution
engine.

Examples of using UCs for debugging in description logics and ontolo-
gies are [SC03, WHR™05]. For temporal logic, the methodology proposed in
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[PSCT06] suggests to return a subset of the specification in case of a problem.
For [CRSTO08a] see above.
The application of UCs as filters in an iterative search is mentioned in Sect. 1.

Vacuity Checking Vacuity checking [BBDERO1, KV03, AFF*03, BFGT05,
GC04b, GC04a, PS02] is a technique in model checking to determine whether
a model satisfies the specification in an undesired way, e.g., by never sending a
request when the specification is a request response property [BB94]. Vacuity
asks whether there exists a strengthening of a specification s.t. the model still
passes that strengthened specification. The original notion of vacuity from [BB-
DERO1, KV03] replaces occurrences of subformulas (i.e., as we do, it does not
consider sharing) in the specification with 0 or 1 depending on polarity and is,
therefore, related to the notion of UC in Sect. 4.

The comparison of notions of vacuity with UCs is as follows: 1. Vacuity is
normally defined with respect to a specific model. [CS07] proposes vacuity with-
out design as a preliminary check of vacuity: a formula is vacuous without design
if it fulfills a variant of itself to which a strengthening operation has been ap-
plied. [FKSFV08] extends that into a framework for inherent vacuity (see below).
2. Vacuity is geared to answer whether there exists at least one strengthening
of the specification s.t. the model still satisfies the specification. For that it is
sufficient to demonstrate that with a single strengthening step. The question of
whether and to which extent the specification should be strengthened is then
usually left to the designer. In core extraction one would ideally like to obtain
IUCs and do so in a fully automated fashion. [GC04b, CS07] discuss mutual
vacuity, i.e., vacuity w.r.t. (possibly maximal) sets of subformulas. [CGS08] pro-
ceeds to obtain even stronger passing formulas combining several strengthened
versions of the original formula. 3. Vacuity typically focuses on strengthening a
formula while methods to obtain UCs use weakening. The reason is that in the
case of a failing specification a counterexample is considered to be more helpful.
Still, vacuity is defined in, e.g., [BBDER01,KV03,FKSFV08] w.r.t. both passing
and failing formulas.

[FKSEFV08] proposes a framework to identify inherent vacuity, i.e., specifica-
tions that are vacuous in any model. The framework has 4 parameters: 1. vacu-
ity type: occurrences of subformulas, sharing of subformulas, etc., 2. equivalence
type: closed or open systems, 3. tightening type: equivalence or preservance of
satisfiability /realizability, and 4. polarity type: strengthening or weakening. Our
notion of UCs via parse tree is very closely related to the following instance of
that framework. Let the vacuity type be that of replacing occurrences of subfor-
mulas with 1 or 0 depending on polarity [BBDERO01], systems be closed, tight-
ening type be equivalence or preservance of unsatisfiability, and polarity type
be weakening. Then it is straightforward to show that, given a proper UC ¢’ by
Def. 9 of some unsatisfiable formula ¢, 1. ¢ is inherently vacuous, and 2. ¢’ is an
IUC iff it is not inherently vacuous. [FKSFVO08] focuses on satisfiable/realizable
instances and doesn’t make a connection to the notion of unsatisfiable or unre-
alizable cores.
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[SDGCO7] exploits resolution proofs from BMC runs in order to extract
information on vacuity including information on relevance of subformulas at
specific time steps in a fashion related to our extraction of UCs in Sect. 6. A
difference is that the presentation in [SDGCO07] only explains how to obtain the
notion of k-step vacuity from some BMC run with bound & but leaves it unclear
how to make the transition from the notion of k-step vacuity to the notion of
vacuity and, similarly, how to aggregate results on the relevance of subformulas
at specific time steps over results for different ks; our method of UC extraction
can return an UC as soon as the generated CNF is unsatisfiable for some k.

Other notions and techniques might be suitable to be carried over from vacu-
ity detection to UCs for LTL and vice versa. E.g., [AFFT03] extends vacuity to
consider sharing of subformulas. We are not aware of any work in vacuity that
takes the perspective of searching an UC of an LTL formula or considers dCNF's
as we do.

10 Conclusion

We suggested notions of unsatisfiable cores for LTL formulas that provide strictly
more fine-grained information than the (few) previous notions. While basic no-
tions turned out to be equivalent, some variants were shown to provide or po-
tentially provide more information, in particular, in the temporal dimension.

We stated initially that we see methods of UC extraction as a means to sug-
gest notions of UCs. Indeed, it turned out that each method for core extraction
suggested a different or a more fine-grained notion of UC that should be taken
into account. It seems to be likely, though, that some of the more fine-grained
notions can be obtained also with other UC extraction methods.

Directions for future work include defining and obtaining the more fine-
grained notions of UC suggested at the end of Sect.s 6 and 7, investigating
the notion of UC that results from temporal resolution proofs, taking sharing
of subformulas into account, and extending the notions to realizability. Equally
important are efficient implementations. Finally, while in theory two algorithms
to obtain UCs might be able to come up with the same set of UCs, their practical
implementations could yield quite different UCs due to the way non-determinism
is resolved; hence, an empirical evaluation of the usefulness of the resulting UCs
is needed.
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A Conversion to and from NNF

In this section we show algorithms to convert an LTL formula to NNF and back
by remembering the set of dualized nodes during the conversion.

Algorithm 1 Conversion of an LTL formula given as parse tree pt to NNF. D
stores the set of dualized nodes.

1: procedure NNFREC(var v: parse tree node, var D: set parse tree node, negate: boolean)
if op,,(v) == p then

3 isnegatedp,(v) — isnegatsdm(v) @ negate;
4 if negate then

5: D«— DuUwv

6: end if

T else

8 if isnegated,, (v) A ~negate V —isnegated,,(v) A negate then
9 isnegated,,(v) < 0

10: oppz(v) — dual(oppz(v))

11: D «— DUwv

12: negatedown «+— 1

13: else

14: if isnegated,,(v) A negate then

15: isnegated,,(v) < 0

16: end if

17: negatedown «— 0

18: end if

19: if op,,(v) == 01V op,,(v) == o2 then
20: NNFrec(left,,(v), v, D, negatedown)
21: if op,,(v) == o2 then

22: NNFrec(right,,(v), v, D, negatedown)
23: end if

24: end if

25: end if

26: end procedure

27: procedure NNF(var v: parse tree node, var D: set parse tree node)
28: D9

29: NNFrec(v, D)

30: end procedure

Claim. Let ¢ be an LTL formula with parse tree pt,. Let pt’, D be the result
of executing NNF(root(pt ), D). Then f(pt') is the NNF of ¢.

Claim. Let ¢ be an LTL formula with parse tree pt,. Let pt’, D be the result of
executing NNF (root(pt,), D), let pt” be the result of executing deNNFrec(root(pt"),
D). Then pt, and pt” are isomorphic.
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Algorithm 2 Undoing the conversion of an LTL formula given as parse tree pt
to NNF. D stores the set of dualized nodes.

1: procedure DENNFREC(var v: parse tree node, var D: set parse tree node)

2 if op,,(v) == p then

3 if v € D then

4: isnegated,,,(v) < —isnegated,, (v)

5: end if

6 else

7 if v € D then

8 opm(v) — dual(opm(v))

9: end if

10: if v == root(pt) then

11: isnegated,, (v) « v € D

12: else

13: isnegated,;(v) < v € D @ father,,(v) € D
14: end if

15: if op,,(v) == 01 V op,,(v) == o2 then
16: deNNFrec(left,,(v), v, D)

17: if op,;(v) == o2 then

18: deNNFrec(right,,(v), v, D)

19: end if

20: end if

21: end if

22: end procedure

23: procedure DENNF (var v: parse tree node, var D: set parse tree node, var N: set parse tree
node)

24: deNNFrec(v, D)

25: for all v € N do

26: if isnegated,,,(v') then
27: isnegated ,; (v') < 0
28: 0p,;(v') — 0

29: end if

30: end for
31: end procedure
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