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Abstract

Unsatisfiable cores, i.e., parts of an unsatisfiable formula that are themselves unsatisfiable, have important uses in
debugging specifications, speeding up search in model checking or SMT, and generating certificates of unsatisfiability.
While unsatisfiable cores have been well investigated for Boolean SAT and constraint programming, the notion of
unsatisfiable cores for temporal logics such as LTL has not received much attention. In this paper we investigate
notions of unsatisfiable cores for LTL that arise from the syntax tree of an LTL formula, from converting it into a
conjunctive normal form, and from proofs of its unsatisfiability. The resulting notions are more fine-grained than
existing ones. We illustrate the benefits of the more fine-grained notions on examples from the literature. We extend
some of the notions to realizability and we discuss the relationship of unsatisfiable and unrealizable cores with the
notion of vacuity.
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1. Introduction

The importance of requirements to delivering high quality hardware and software products on time is being in-
creasingly recognized in industry. Temporal logics such as LTL have become a standard formalism to specify require-
ments for reactive systems [Pnu77, Eme90]. Consequently, in recent years methodologies for property-based design
with temporal logics have been developed (e.g., [PSC*06, pro]).

Increasing use of temporal logic requirements in the design process necessitates the availability of efficient valida-
tion and debugging methodologies. Vacuity checking [BBDERO1, KV03] and coverage [CKV06] are complementary
approaches developed in the context of model checking [CE81, QS82, CGP99, BK08a] for validating requirements
given as temporal logic properties. They focus on the relation between the model and its requirements beyond the
simple correctness relation as established by model checking. However, with the exception of [CS09, FKSFVO08],
both vacuity and coverage assume the presence of both a model and its requirements. Particularly in the early stages
of the design process, the former might not be available. Satisfiability and realizability [PR89, ALW89] checking
are approaches that can handle requirements without a model being available. There is tool support for both (e.g.,
[BCG*10, BCP*07]).

Typically, unsatisfiability of a set of requirements signals presence of a problem; finding a reason for unsatisfia-
bility can help with the ensuing debugging. In practice, determining a reason for unsatisfiability of a formula without
automated support is often doomed to fail due to the sheer size of the formula. Consider, e.g., the EURAILCHECK
project [CCM™ 10, eur] which developed a methodology [CRSTO8b] and a tool [CCM*09] for the validation of re-
quirements in the context of railway signaling and control. Part of the methodology consists of translating the set of
(implicitly conjoined) requirements given by a textual specification into a variant [CRST08c, CRT(09] of LTL whose
atoms are constraints in a first order theory (including continuous real-time aspects), followed by checking for satis-
fiability; if the requirements turn out to be unsatisfiable, an unsatisfiable subset of them is returned to the user. The
textual specification that was considered as a feasibility study in the project is a few hundred pages long.

* A preliminary version of this paper appeared in [Sch09a, Sch09b].
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Another application for determining reasons for unsatisfiability are algorithms that try to find a solution to a
problem in an iterative fashion. These algorithms start with a guess of a solution and check whether that guess is indeed
a solution. If not, rather than ruling out only that guess, they determine a reason for that guess not being a solution and
rule out all guesses that are doomed to fail for the same reason. Two examples are found in verification algorithms
using counterexample guided abstraction refinement (CEGAR) (e.g., [CTVWO03]) and in SMT (e.g., [WW99]). Here,
too, automated support for determining a reason for unsatisfiability is clearly essential.

Current implementations for satisfiability checking (e.g., [CRST07]) point out reasons for unsatisfiability by re-
turning a part of an unsatisfiable formula that is by itself unsatisfiable. This is called an unsatisfiable core (UC).
However, these UCs are coarse-grained in the following sense. The input formula is a Boolean combination of tem-
poral logic formulas. When extracting a UC current implementations do not look inside temporal subformulas: when,
e.g., ¢ = (GY) A (Fy') is found to be unsatisfiable, then [CRSTO7] will return ¢ as a UC irrespective of the com-
plexity of ¢ and ¢’. Whether the resulting core is inspected for debugging by a human or used as a filter in a search
process by a machine, a more fine-grained UC will likely make the corresponding task easier. Similar considerations
apply to the notions of unrealizable cores that have been proposed so far to help debugging unrealizable specifications
[CRSTO8a, KHB09].

In this paper we take first steps to overcome the restrictions of UCs for LTL by investigating more fine-grained
notions of UCs for LTL. We start with a notion based on the syntactic structure of the input formula where entire
subformulas are replaced with 1 (true) or O (false) depending on the polarity of the corresponding subformula. We then
consider conjunctive normal forms obtained by structure-preserving clause form translations [PG86]; the resulting
notion of a core is one of a subset of conjuncts. That notion is reused when looking at UCs extracted from resolution
proofs from bounded model checking (BMC) [BCCZ99] runs. We finally show how to extract a UC from a tableau
proof [GPVW95] of unsatisfiability. All 4 notions can express UCs that are as fine-grained as the one based on the
syntactic formula structure. The notion based on conjunctive normal forms provides more fine-grained resolution in
the temporal dimension, and those based on BMC and on unsatisfied tableau proofs raise the hope to do even better.

We then extend some of the notions to realizability. The notion based on the syntactic structure can be applied
almost directly. Transferring the notion based on conjunctive normal forms requires some technical transformations
of the specification and is currently restricted to formulas of the GR(1) [PPS06] subset of LTL. Both notions partially
improve upon [CRST08a, KHB09].

At this point we would like to emphasize the distinction between notions of UCs and methods to obtain them.
While there is some emphasis in this paper on methods for UC extraction, here we see such methods only as a vehicle
to suggest notions of UCs.

We are not aware of a similar systematic investigation of the notion of a UC and of an unrealizable core for LTL.
The relationship with vacuity checking is discussed in depth in Sect. 10.1; for notions of cores for other specification
formalisms, for application of UCs, and for other related approaches see Sect. 11.

The paper is structured as follows. In Sect. 2 we state the preliminaries and in Sect. 3 we introduce some general
notions. In Sect.s 4, 5, 6, and 7 we investigate UCs obtained by syntactic manipulation of syntax trees, by taking
subsets of conjuncts in conjunctive normal forms, by extracting resolution proofs from BMC runs, and by extraction
from closed tableaux nodes. The notions are illustrated using examples from the literature in Sect. 8. In Sect. 9 we
extend some notions of a UC to unrealizable cores. In Sect. 10 we relate the notion of cores to that of vacuity and
state some complexity results. Related work is discussed in Sect. 11 before we conclude in Sect. 12.

2. Preliminaries

In the following we give standard definitions for LTL [Pnu77], see, e.g., [Eme90, BK08a]. Let IB be the set of
Booleans, IN the naturals, and AP a finite set of atomic propositions.

Definition 1 (LTL Syntax). The set of LTL formulas is constructed inductively as follows. The Boolean constants
0 (false), 1 (true) € B and any atomic proposition p € AP are LTL formulas. If ¢, ¢ are LTL formulas, so are =
(negation), ¥ V ¢’ (or), ¥ A Y’ (and), Xy (next time), Yy Uy’ (until), YRy’ (releases), Fy (finally), and Gy (globally).
We use ¢ — ¢’ (implication) as an abbreviation for ~ V ¢/, ¥ « ¢’ (reverse implication) for ¢ V ¢/, and ¢ < ¢’
(biimplication) for (y — ') A (¥ < ¢¥').



The semantics of LTL formulas is defined on infinite words over the alphabet 247, If rr is an infinite word in (247)«
and i is a position in IN, then n[i] denotes the letter at the i-th position of & and n[i, co] denotes the suffix of & starting
at position i (inclusive). We now inductively define the semantics of an LTL formula on positions i € IN of a word
e 24Py

Definition 2 (LTL Semantics).

(i) E 1 i EYUY © A >i. (LiEW A< <i . (n,i") E )
(r,i) £ O ) EYRY o Vi >i (n,iYEY VII<i <i . (ni")E V)
(m,)EPp S p enli] mHEXYy o @mi+t)Ey

(mDE-Y o @mh)EY (mhEFy oA >i.(r,iYEY

(mEyYy VY © (mi)Eyor(ni)EyY (mEGY eVi'zi.(n,i)Ey

(M) EYAY o (r,0) Fyand (7,i) F ¢’

An infinite word & satisfies a formula ¢ iff the formula holds at the beginning of that word: 7 = ¢ & (1,0) F ¢. In
that case we also call 7 a satisfying assignment to ¢.

Definition 3 (Language). The language of an LTL formula ¢, L(¢), is the set of words satisfying ¢: L(¢) = {7 €
Q) |7k ).

Definition 4 (Satisfiability). An LTL formula ¢ is satisfiable iff its language is non-empty: L(¢) # 0; it is unsatisfi-
able otherwise.

The satisfiability problem for LTL is PSPACE-complete [SC85]; see also [Mar04, BSS*09]. For current work on
practical methods for LTL satisfiability solving refer to, e.g., [RV10, CRST07, WDMRO08, LH09].

Definition 5 (Negation Normal Form). An LTL formula ¢ is in negation normal form (NNF) nnf(¢) if negations are
applied only to atomic propositions.

Conversion of an LTL formula into NNF can be achieved by pushing negations inward and dualizing operators
(replacing them with their duals), see, e.g., [BKOS8a].

Definition 6 (Subformula). Let ¢ be an LTL formula. The set of subformulas SF(¢) of ¢ is defined recursively as
follows:

Yy=bory=p with beB,pecAP 2 SF@) = {y})

W =oy with oy € (-, X,F,G} : SF) ={y}USFW")

Y=y oy with o e{V,A\UR} : SF@)={y}USFWY')USFW")

Definition 7 (Polarity). Let ¢ be an LTL formula, let Y € SF(¢). ¢ has positive polarity (+) in ¢ if it appears under
an even number of negations, negative polarity (—) otherwise.

We regard LTL formulas as trees, i.e., we don’t take sharing of subformulas into account. We don’t attempt to
simplify formulas before or after UC extraction.

3. Notions and Concepts Related to UCs

In this section we discuss general notions in the context of UCs for LTL independently of the precise notion of
a UC used. The terminology used in the literature for these notions is diverse. We decided to settle for the (at least
somewhat) common term “unsatisfiable core” that has been used for such notions, e.g., in the context of Boolean
satisfiability (e.g., [GNO3, ZM03a, ZMO03b]), SMT (e.g., [CGS07]), and declarative specifications (e.g., [TCJO8]).
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Figure 1: Example of a UC via syntax tree. Modified parts are marked blue boxed.

UCs, Irreducible UCs, and Least-Cost Irreducible UCs

A notion of a UC will map LTL formulas to sets of LTL formulas. Here we formulate (though not formalize) some
general expectations on that mapping. 1. Given that a UC ¢’ of some LTL formula ¢ should explain unsatisfiability
of ¢ the notion of a core should preserve (some) reasons for the unsatisfiability of ¢ and should not add new ones.
2. Unsatisfiability of the UC ¢’ should be easier to understand than unsatisfiability of ¢. This normally means that a
UC ¢’ of ¢ is smaller than ¢. 3. The UC ¢’ of ¢ is obtained from ¢ in such a way that it is clear that 1 holds. Such a
mapping defines a notion of a core (note that the mapping applies to satisfiable and unsatisfiable formulas).

Given a notion of a core for LTL formulas, the following additional notions can be defined for a core ¢’ of an LTL
formula ¢. ¢’ is an unsatisfiable core if ¢’ is a core of ¢ and ¢’ is unsatisfiable. ¢’ is a proper unsatisfiable core if ¢’
is an unsatisfiable core of ¢ and is syntactically different from ¢. Finally, ¢’ is an irreducible unsatisfiable core (IUC)
if ¢’ is an unsatisfiable core of ¢ and there is no proper unsatisfiable core of ¢’. Often IUCs are called minimal UCs
and (assuming some cost function) least-cost IUCs minimum UCs.

Granularity of a Notion of a UC

Clearly, the original LTL formula contains at least as much information as any of its UCs and, in particular, all
reasons for being unsatisfiable. However, our goal when defining notions of UCs is to come up with derived formulas
that make some of these reasons easier to see. Therefore we use the term granularity of a notion of a core as follows.
We wish to determine the relevance of certain aspects of a formula to the formula being unsatisfiable by the mere
presence or absence of elements in the UC. In other words, we do not take potential steps of inference by the user into
account. Hence, we say that one notion of a core provides finer granularity than another notion if it provides at least
as much information on the relevance of certain aspects of a formula as the other notion.

As an example consider a notion of a UC that takes a set of formulas as input and defines a core to be a subset of
this set of formulas without proceeding to modify the member formulas versus a notion that also modifies the members
of the input set of formulas. Another example is a notion of a UC for LTL that considers relevance of subformulas at
certain points in time versus a notion that only either keeps or discards subformulas.

4. Unsatisfiable Cores via Syntax Trees

4.1. Intuition and Example

In this section we consider UCs purely based on the syntactic structure of the formula. It is easy to see that
replacing an occurrence of a subformula with positive polarity with 1 or replacing an occurrence of a subformula
with negative polarity with 0 — as is done, e.g., in some forms of vacuity checking [KV03] — will lead to a weaker
formula. This naturally leads to a definition of UC based on syntax trees where replacing occurrences of subformulas
corresponds to replacing subtrees.

Consider the following formula ¢ = (G(p A ¥)) A (F(—=p A ¢')) whose syntax tree is depicted in Fig. 1 (a). The
formula is unsatisfiable independently of the concrete (and possibly complex) subformulas ¢, ¥’. A corresponding
UC with ¢, ¢’ replaced with 1 is ¢’ = (G(p A 1)) A (F(=p A 1)), shown in Fig. 1 (b).

Hence, by deriving a core ¢’ from some LTL formula ¢ by replacing occurrences of subformulas of ¢ with 1 (for
positive polarity occurrences) or 0 (for negative polarity occurrences), we obtain the notions of a core, an unsatisfiable
core, a proper unsatisfiable core, and an irreducible unsatisfiable core via syntax tree.



In the example above ¢’ is both a proper and an IUC of ¢. Note that (G(p A 1)) A (F(=p A¢")) and (G(p A ¥)) A
(F(—=p A 1)) are UCs of ¢, too, as is ¢ itself (and possibly many more, when ¢ and ¢’ are taken into account).

4.2. Formalization

Definition 8 (Syntax Tree). Let ¢ be an LTL formula. The syntax tree of ¢, ply = Vpr,» Ep «»)’ is a tree with a non-
empty set of nodes Vm; a set of edges Ep,¢; root root(pt¢) € V,,,(p; and a labeling OPp, Vl”¢ - {-,V,A,X,URF,GlU
AP U B that maps inner nodes V;;% to operators and leaf nodes V]ﬁ,¢ to Boolean constants and atomic propositions such
that a node v labeled with a unary operator has one child leftptw(v) and a node labeled with a binary operator has two
children leftm(v), rightm (v). The father of a non-root node v is given by father,,,(p (v). Each node v represents a formula
Jpr,(v) in the natural fashion. pr, represents the formula given by its root node: f(pt,) = f,:,(root(pt,)). The polarity of
a node polarirypt¢ (v) is the polarity of its subformula f,, ¢(v) in ¢.

Definition 9 (Core of a Syntax Tree). Let pt, pt’ be syntax trees. pt’ is a core of pt if 1. nodes and edges of pt’ are a
subset of those of pt: V,» C Vpy, Ep C Epy, 2. pt and pt’ have the same root node: root(pt’) = root(pt), 3. the labeling
of inner nodes of pt’ agrees with the labeling of the corresponding nodes in pt: Vv € V[’;,, . 0p,p (V) = 0p,,(v), and 4. the
labeling of leaf nodes of pt’ either agrees with the labeling of the corresponding nodes in pt or is 1 (resp. 0) if v has
positive (resp. negative) polarity: Yv € V’ft, - (0p,y (v) = op, (W) V (polarity,, (v) = + Aop,,(v) = 1) V (polarity,,(v) =
-A opp,,(v) =0).

pt’ is a proper core of pt if pt’ is a core of pt and pt’ # pt.

Definition 10 (UC of a Syntax Tree). Let pt, pt’ be syntax trees. pt’ is an unsatisfiable core of pt if 1. f(pt) is unsat-
isfiable, 2. pt’ is a core of pt, and 3. f(pt’) is unsatisfiable. pt’ is an irreducible unsatisfiable core (IUC) of pt if there
does not exist a proper UC of pr'.

Formulas in and not in NNF

Let ¢ be an unsatisfiable LTL formula with syntax tree pt,, in which every two subsequent occurrences of Boolean
negation have been eliminated. Assume for the remainder of this section that negations are not represented as separate
nodes in the syntax tree of pt, but rather as an additional Boolean marking on each node. In that setting conversion of
¢ to NNF results in a formula whose syntax tree is isomorphic to pz, up to labeling of the nodes with operators and
negations.

Let D, denote the set of nodes in the syntax tree of ¢ that are dualized in the conversion from ¢ to nnf(¢). It
is not hard to see that there exists a reverse operation nnf ! that takes nnf(¢) and the set of dualized nodes Dyup(p) and
returns the original formula ¢.

Now it turns out that the following lead to the same result:

1. Compute a UC pt,““ of pt, by replacing some subformulas (nodes) V[’% of pt, with 1 or 0 depending on each
node’s polarity.

2. (a) Convert pt, into NNF yielding pt,,q4 with set of dualized nodes Dyy). (b) Replace the subformulas
(nodes) isomorphic to V,;% in pt,,r4) With fresh nodes with operator 1, yielding pz,,,,4)". (c) Apply nnf~! to
Pluse)" With set of dualized nodes Dyyf(4). (d) Replace each fresh node labeled 1 that had its negation flag set
in previous step with a fresh node 0.

In other words, the set of UCs that can be obtained directly from pr, is the same as the one that can be obtained
by converting ¢ to NNF, computing the set of UCs for ¢ in NNF, and undoing the conversion to NNF for each of the
resulting cores.

5. Unsatisfiable Cores via Definitional Conjunctive Normal Form

Structure preserving translations (e.g., [PG86, Boy92, ER00]) of formulas into conjunctive normal form introduce
fresh Boolean propositions for (some) subformulas that are constrained by one or more conjuncts to be 1 (if and)
only if the corresponding subformulas hold in some satisfying assignment. In this paper we use the term definitional



conjunctive normal form (dCNF) to make a clear distinction from the conjunctive normal form used in Boolean
satisfiability (SAT), which we denote CNF. dCNF is often a preferred representation of formulas as it’s typically easy
to convert a formula into dCNF, the expansion in formula size is moderate, and the result is frequently amenable
to resolution. Most important in the context of this paper, dCNFs yield a straightforward and most commonly used
notion of a core in the form of a (possibly constrained) subset of conjuncts.

5.1. Basic Form

Below we define the basic version of dCNF. It makes no attempt to simplify conjuncts in order to use some
restricted set of operators as is done, e.g., in [Fis91]. The subsequent result on equisatisfiability is standard.

Definition 11 (Definitional Conjunctive Normal Form). Let ¢ be an LTL formula over atomic propositions AP, let
X = {x,x,...} be asetof fresh atomic propositions not in AP. dCNF ,,.(¢) is a set of conjuncts over APUX containing
one conjunct for each occurrence of a subformula ¢ in ¢ as follows:

1/ Conjunct € dCNF ,,,,(¢)
bwithb € B Xy &b

p with p € AP Xy ©p

Ollﬂ/ Wlth 3] E{ﬁ,X,F,G} xl// o d O]'xl///

Y oy " with oy € {V,A,U,R} | xy & Xy 02 Xy

Then the definitional conjunctive normal form of ¢ is defined as

ACNF($) = x4 A G /\ c
c€dCNF 4, (9)

Xy 1s called the root of the dCNF. An occurrence of x on the left-hand side of a biimplication is a definition of x, an
occurrence on the right-hand side a use.

Fact 12 (Equisatisfiability of ¢ and dCNF(¢)). Let ¢ be an LTL formula. Then ¢ and dCNF(¢) are equisatisfiable
such that 1. satisfying assignments agree on AP and 2. x;, € X is 1 at some time point i of a satisfying assignment i to
dCNF (9) iff the subformula y holds in n[i, co].

Note that as we only consider formulas given as syntax trees, i.e., without sharing of subformulas, the dCNF of ¢
according to Def. 11 contains exactly one definition and one use for each occurrence of a non-root subformula.

By letting a core of ¢ be derived from dCNF(¢) by removing elements from dCNF ,,.(¢) we obtain the notions of a
core, an unsatisfiable core, a proper unsatisfiable core, and an irreducible unsatisfiable core via dCNF. We additionally
require that all conjuncts are discarded that contain definitions for which no (more) conjuncts with a corresponding
use exist. Clearly that does not impact equisatisfiability with the original formula and makes comparison with cores
via syntax trees (where entire subformulas are removed) easier.

The formal definitions now can be stated as follows:

Definition 13 (Core of a dCNF). Let ¢ be an LTL formula with dCNF dCNF(¢). Let dCNF’ = x' A G A peqenr, €
be such that 1. X’ = x4, 2. dCNF,,, € dCNF,,(¢), and 3. for each x # x4 if a definition of x is contained in
dCNF),,., then a use of x is contained in dCNF’,,. Then dCNF’ is a core of dCNF(¢). dCNF’ is a proper core if

dCNF',,. C dCNF su(9).

aux

Definition 14 (UC of a dCNF). Let dCNF’ be a core of dCNF. dCNF’ is an unsatisfiable core of dCNF if both dACNF
and dCNF’ are unsatisfiable. dCNF” is an irreducible unsatisfiable core of dCNF if there does not exist a proper UC
of dCNF"’.

Example. We continue the example from Fig. 1 in Fig. 2. In the figure we identify a UC with its set of conjuncts. In
Fig. 2 (b) the definitions for both ¢ and ¢’ and all dependent definitions are removed. As in Sect. 4 the UC shown in
Fig. 2 (b) is an IUC with more UCs existing.
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(a) A formula given as a dCNF (b) and its UC.

Figure 2: Example of a UC via dCNF for ¢ = (G(p Ay)) A (F(=p Ay”)). The “...” stand for the definitions of y, ', and their subformulas.
Modified parts are marked blue boxed.

Translating Back to LTL. In Tab. 1 we indicate how to translate an IUC obtained by Def. 14 back to an LTL formula.'
The first column states the subformula i, the second column indicates the polarity of the occurrence of i in ¢, the
third column lists the conjuncts found in the IUC (where x, <> without a right-hand side stands for the definition of
'), and the last column shows the formula to replace ¢ in the IUC as an LTL formula. The cases where none of the
conjuncts is part of the IUC are omitted. All other cases cannot occur in an IUC.

To see the correctness of replacing the set of conjuncts in the third column with the formulas in the fourth column
it is sufficient to replace propositions used but not defined in the IUC with 1 for positive polarity occurrences and with
0 otherwise.

The argument that a certain case cannot occur in an IUC is via contradiction. Consider the example of a negative
polarity occurrence of ¢ = 'Ry, Assume xy < x4 Rxy~, xy» < are present in an IUC while x;~ < is not. Hence,
removing xy < xyRxy~ (and, consequentially, x,, < ) leads to a satisfiable dCNF. A satisfying assignment for that
dCNF can be modified to obtain a satisfying assignment for the dCNF including x;, < xy, Rxy, x,» < by setting
Xy~ (which is unconstrained) and x, to O at all time points. This contradicts the assumption of the latter dCNF being
unsatisfiable.

Correspondence Between Cores via Syntax Trees and via ACNF

Let ¢ be an LTL formula. From Def. 11 it is clear that there is a one-to-one correspondence between the nodes
in the syntax tree of ¢ and the conjuncts in its dCNF. Therefore, the conversion between the representation of ¢ as a
syntax tree and as a dCNF is straightforward.

Remember that a UC of a syntax tree is obtained by replacing an occurrence of a subformula ¢ with 1 or 0
depending on polarity, while a UC of a dCNF is obtained by removing the definition of ¢ and all dependent definitions.
Both ways to obtain a UC do not destroy the correspondence between syntax trees and dCNFs; specifically, the only
detail that is added when converting cores between syntax trees and dCNFs is turning Boolean constants that originate
from replacing subformulas in a syntax tree into fresh propositions from X in a dCNF and vice versa. Hence, the
notions of a UC obtained by Def. 10 and by Def. 14 are equivalent.

5.2. Variants

We now examine some variants of Def. 11 w.r.t. the information contained in the UCs that they can yield. Each
variant is built on top of the previous one. Definitions 13 and 14 apply correspondingly.

'Here the translation essentially performs simplification — a translation without simplification could easily be obtained by replacing atomic
propositions used but not defined with O or 1 depending on polarity. However, this will not be possible without loss of information for the variants
of dCNF we will investigate later.
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Conjuncts in IUC of ¢ via dCNF
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Table 1: Translating an IUC based on Def. 14 back to an LTL formula.




5.2.1. Replacing Biimplications with Implications

Intuition and Example. Definition 11 uses biimplication rather than implication in order to cover the case of both
positive and negative polarity occurrences of subformulas in a uniform way. A seemingly refined variant is to consider
both directions of that biimplication separately.”> However, it is easy to see that in our setting of formulas as syntax
trees, i.e., without sharing of subformulas, each subformula has a unique polarity and, hence, only one direction of
the biimplication will be present in an IUC. In other words, using an implication and a reverse implication rather than
a biimplication has no benefit in terms of granularity of the obtained cores.

Formalization. The formal definition is given below.

Definition 15 (Definitional Conjunctive Normal Form with Implications). dCNFimpl(¢) is defined as dCNF(¢) ex-
cept that the biimplication < is replaced with =, which is defined as — if the occurrence of ¥ is positive in ¢ and
with « otherwise:

1/ Conjunct € dCNFimpl,, (¢)
bwithb € B X, =Db

p withp € AP Xy =p

Ol‘V Wlth Ol € {_'7XaF5G} xw \i ol.xw/

Y’ oy " with oy € {V,A,U,R} | x5 = xy 03 Xy

The translation back into an LTL formula can be achieved via Tab. 1 by replacing biimplications with (reverse)
implications.

5.2.2. Splitting Implications for Binary Operators

Intuition and Example. We now consider left-hand and right-hand operands of the A and V operators separately
by splitting the implications for A and the reverse implications for V into two (reverse) implications. For example,
Xy nyr = Xy A Xy 1S splitinto Xy ay» — Xy and xypy» — Xy, That variant can be seen not to yield finer granularity
as follows. Assume an IUC dCNF’ contains a conjunct xy g~ — Xy but not xy ny» — x,~. The corresponding IUC
dCNF based on Def. 11 must contain the conjunct X, sy~ — Xy A Xy~ but will not contain a definition of x,~. Hence,
also in the IUC based on Def. 11, the subformula occurrence "’ can be seen to be irrelevant to that core. The case for
V is similar.

Formalization.

Definition 16 (Definitional Conjunctive Normal Form with Split Implications). dCNFsplitimpl(¢) is defined as
dCNFimpl(¢) except in the following cases:

7/ Polarity of ¢ in ¢ | Conjuncts € dCNFsplitimpl,,.(¢)
WAYT ]+ Xy = Xy, Xy = Xy
vyl - Xy Xy, Xy < Xy

The translation back into an LTL formula is given in Tab. 2. Only cases different from Tab. 1 (modulo (reverse)
implications vs. biimplications) are listed.

5.2.3. Temporal Unfolding

Intuition and Example. Here we rewrite a conjunct for a positive polarity occurrence of an U subformula as its one-
step temporal unfolding and an additional conjunct to enforce the desired fixed point. Le., we replace a conjunct
x,/,/U,p” g .XWU.X,/,H Wlth XW’UW' g )Clp/l Vv ()CW A XXW’UW') and ‘x‘VUW” — FXWI.

>While we defined biimplication as an abbreviation in Sect. 2, we treat it in this discussion as if it were available as an atomic operator for
conjuncts of this form.



1/ P Conjuncts in IUC of ¢ via dCNF Replacement for ¢ in ¢

‘ﬁ’ v wu _ Xy — Xy wr
Xy —
Xy Xy ¢”
Xy —
xl/, — xl// w’ \Y lﬁ”
'xlﬁ — ler/
Xy

Xy —
w/ A l!/// + xz/r N XW w,
Xy —
Xy = Xy 1/
Xy =
xw — xw/ lp’ /\ w//
'xl// - Xw//
Xy —

Xy =

Table 2: Translating an IUC based on Def. 16 back to an LTL formula.

This can be seen to provide improved information for positive polarity occurrences of U subformulas in an TUC
compared to Def. 16 as follows. A dCNF for a positive occurrence of an U subformula Uy obtained by Def. 16
results (among others) in the following conjuncts: ¢y = xyuyr — Xy Uxyr, C3 = {xy — ...}, and C4 = {xy» — ...}
An IUC based on that dCNF contains either 1. none of ¢y, ¢3 € Cz, ¢4 € Cy, 2. cg, c4 € Cy4, or 3. ¢o, ¢c3 € Cs,
¢4 € C4. On the other hand, a dCNF with temporal unfolding as suggested results in the conjuncts: ¢; = xyyyr —
Xy V (g A Xxguyr), €2 = xgoyr — Fxyr, and C3, C4 as before. An IUC based on that dCNF contains either
1. none of Ci, C2, C3 € C3, Ccq4 € C4, 2. C1, C3 € C3, C4 € C4, 3. Cy, C4 € C4, or 4. C1, Cp, C3 € C3, Cq4 € C4. For
some U subformulas the additional case allows to distinguish between a situation where unsatisfiability arises based
on impossibility of some finite unfolding of the U formula alone (the IUC contains ¢, ¢z € C3, ¢4 € C4) and a
situation where either some finite unfolding of that formula or meeting its eventuality are possible but not both (the
IUC contains ¢y, ¢z, ¢3 € Cz, c4 € Cy4). See also Tab. 1 and Tab. 3.

As an illustration consider the following two formulas: 1. (W/'Uy”’) A (=¢' A=) and 2. (W'Uy”) A
(= A=) v (G—¢'")) An TUC based on Def. 16 will contain ¢y, c3 € Cs, and ¢4 € Cy4 in both cases, while
one based on Def. 17 below will contain ¢, c3 € C3, and ¢4 € Cy in the first case and additionally c¢; in the second
case.

Temporal unfolding leading to more fine-grained IUCs can also be applied to negative polarity occurrences of R
formulas in a similar fashion. Here a corresponding example is 1. (=('Ry’")) A (" A y”) versus 2. (=(Y/'Ry”)) A
(W' AY”") v GyY'). In the formal definition below we also include the opposite polarity occurrences for U and R as
well as negative polarity occurrences of F and positive polarity occurrences of G subformulas.> However, these cases
do not lead to more fine-grained [UCs.

Formalization.

Definition 17 (Definitional Conjunctive Normal Form with Temporal Unfolding). dCNFtempunf(¢)is defined as
dCNFsplitimpl(¢) except in the following cases:

3Unfolding the opposite polarities for F and G subformulas would require the original conjunct as without unfolding to ensure the correct fixed
point and, therefore, does not make sense.
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v Polarity of ¢ in ¢ | Conjuncts € dCNFtempunf . (¢)

W’Ulﬁ” + Xyruyr = Xy V (xw, A Xxl/,/w,n), Xy oy — wa”
lﬂ/Ul,D” _ Xyruyr < Xy V (.XW A szp’U(//’)

(///RI,V/ + XyRy = Xy N (XW \% Xxw’R(p”)

Y'Ry” | — Xyry < Xy N (g V Xxgryr), Xyrrgr < Gy
Fy' _ Xy < Xy V XXFW

Gl/// + xGLV e ,x,’// A XXG,’//

The translation back into an LTL formula is given in Tab. 3. Only cases different from Tab. 2 are listed. In order to
handle some of the additional cases provided by temporal unfolding one can either introduce a weak U and a strong
R operator, which do not (U) or do (R) enforce the eventuality, or rewrite the additional case.

5.2.4. Splitting Conjunctions from Temporal Unfolding

Intuition and Example. Our final variant splits the conjunctions that arise from temporal unfolding in Def. 17. In 4
of the 6 cases where temporal unfolding is possible, this allows to distinguish the case where unsatisfiability is due to
failure of unfolding in only the first time step that a U, R, F, or G formula is supposed (not) to hold in versus in the
first and/or some later step.* Examples where this distinction comes into play are:

U (+pol): WUS")A (= A=) and W'UY") A (=" AX(=y' A =y'))
R (=pol): WRY' DAY AY”) and (='RY")) AW AXWY' AY"))
F (- pol): (=Fy') Ay’ and (=Fy’) A Xy’

G (+pol): (GyY') Ay and (GyY') A X—y/

Formalization. The formal definition is as follows:

Definition 18 (Definitional Conjunctive Normal Form with Split Temporal Unfolding). dCNFsplittempunf(¢) is
defined as dCNFtempunf(¢) except in the following cases:

4 Polarity of ¢ in ¢ | Conjuncts € dCNFsplittempunf . (¢)

'Oy | + Xyruyr = Xy V Xy, Xyrogr — Xy NV Xxyruyr, Xprugr — Fxyr
ZA Y Xyruyr € Xyrs Xyrogr < Xy A Xxgruy

Y'Ry” | + XyRy = Xy, Xy Ry — Xy V XXyryr

YRy | - XyrRy <= Xy A Xy, Xyrryr <= Xy A Xy Xyrryr = Gy
Fy’ - Xpy < Xy, Xpy — XXpy

Gy’ + XGy = Xy» XGy — XXGy

As before we indicate in Tab. 4 how to translate an IUC based on Def. 18 back to an LTL formula. Only cases
different from Tab. 3 are listed.

5.3. Comparison with Separated Normal Form

Separated Normal Form (SNF) [Fis91, FN92, FDPO1] is a conjunctive normal form for LTL originally proposed by
Fisher to develop a resolution method for LTL. The method was implemented by Hustadt and Konev [HKO02, HKO03];
later applications of SNF include encodings for BMC [BCCZ99] without [FSWO02] and with [CRS04] past time
operators.

The original SNF [Fis91, FN92] separates past and future time operators by having a strict past time operator at
the top level of the left-hand side of the implication in each conjunct and only Boolean disjunction and F operators on

“#Note that for the remaining 2 cases of negative polarity occurrences of U formulas and positive polarity occurrences of R formulas that level
of granularity is already provided by Def. 11: either a definition of ¢’ is present in an IUC or not. See also Tab. 1.

11



7/ Conjuncts in IUC of ¢ via dCNF Replacement for ¢ in ¢
4 Xy = Xy V(g A Xxgruyr) WUy v Gy’ (weak until)
Xy —
Xyr =
Xyuyr — Fxyr Fy”
xl//” e
Xyoyr = Xy V (g A Xxyruyr) v Uy”
Xyrugr = wa//
Xy —
xl//” —
w'Uy” Xyuyr — Xgr V (Xy A XXgruyr) 1/
-xl//” «—
Xy < Xy V (X A Xdgrugr) YUy
x‘/’/ —
Xy
w’Rw” xl/l/Rl//” e d xw// A (_X'w/ Vv Xx,j,wa//) w”
Xy =
XyRyr = Xy N (X V XXyrryr) Y'Ry”’
Xy —
Xy =
W'Ry” Xy — Xy A (xyr V Xxyryr) W'Ry") ANFy’ (strong releases)
Xy
Xy
Xy Ry wa Gy”’
Xy —
Xyryr — Xy A (Xy V XXyrryr) 'Ry’
Xy Ry wa
Xy
Xy —
Fy’ Xpy < Xy V Xxpy Fy’
Xy —
Gy’ xgy — Xy A Xxgy Gy’

Xy —

Table 3: Translating an IUC based on Def. 17 back to an LTL formula.
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Conjuncts in IUC of ¢ via dCNF

Replacement for ¢ in ¢

l/// Uw//

xerwu d XW/ Vv xwr
Xy =
Xy =

w/ v w//

xWUW’ - le/ Vv xw/

Xy Uy —> Xy \Y XXWUW”
Xy —

Xy >

W'uy”) v Gy

(weak until)

Xyruyr — Fxyr
Xy =

Fl////

xerW/ d X‘V/ Vv xwr
Xy oy = Fx‘/,/,

x‘/// bd

an d

W' vy A EY)

Xy Uy = Xy V Xy
Xgrugr = Xy NV Xxgrugr
Xyrugr = Fayr

Xy —

Xy —

wl Ul//”

l//, Ul//”

Xy Uy Xy
Xy &

w//

Xy Uy € Xy

Xyruyr < Xy A XxerW/
_xwr «—

Xy —

w/Ulp//

l//, Rl//”

Xy Ry —> Xy
Xy o

w//

Xy Ry —> Xyt

Xy Ry —> Xy \Y XxerW/
_xwr d

Xy =

l//, Rw//

l//, Rl//”

xWRW’ «— xwu A x‘//'
Xy —
Xy —

wl A w//

xerW/ — Xy A )er

Xy Ry € Xyt A Xxw/an
Xy

Xy

W'RY") AFY

(strong releases)

Xy/Ry” Gx,/,u
Xy —

Gw//

xw'Rl//” «— _Xw// A x,//
Xy'Ry” < GxL,///

X‘V —

Xy

W' AyY")V(GY”)

Xy/'Ry” < Xy A Xy
Xy/Ry” < Xy N Xx,l,/RwH
Xyry < Gy

xlll’ «—

Xy —

w/an

Fy’

xFl/// — xW
Xy

XFy < Xy’
Xpy < Xxpy
Xy —

Gy’

xcw/ d pr
Xy =

XGy' — Xy’
XGy — XxGn//’
Xy =

Table 4: Translating an IUC based on Def. 18 back to an LTL formula.
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the right-hand side. We therefore restrict the comparison to two later variants [FDP01, CRS04] that allow propositions
(present time formulas) on the left-hand side of the implications.

While the main contribution of [FDP01] is a full completeness result for the temporal resolution method, it also
contains a simpler future time variant of SNF. It handles formulas not in NNF and uses a weak U operator instead
of R. [FDPO1] further refines Def. 18 in two ways. First, it applies temporal unfolding twice to U, weak U, and G
formulas. This allows to distinguish failure of unfolding in the first, second, or some later step relative to the time
when a formula is supposed to hold. Second, in some cases it has separate conjuncts for the absolute first and for later
time steps. In the example (pU(g A 1)) A ((—g) A XG—r) this allows to see that from the eventuality ¢ A r the first
operand is only needed in the absolute first time step, while the second operand leads to a contradiction in the second
and later time steps. A minor difference is that atomic propositions are not defined using separate fresh propositions
but remain unchanged at their place of occurrence.

[CRS04] uses a less constrained version of [FDPO1]: right-hand sides of implications and bodies of X and F
operators may now contain positive Boolean combinations of literals. This makes both above mentioned refinements
of Def. 18 unnecessary. It uses R rather than weak U operators. The resulting normal form differs from Def. 17
in 4 respects: 1. It works on NNF. 2. Positive Boolean combinations are not split into several conjuncts. 3. Fresh
propositions are introduced for U, R, and G formulas representing truth in the next rather than in the current time
step. Because of that, temporal unfolding is performed at the place of occurrence of the respective U, R, or G formula.
4. As in [FDPOI1] atomic propositions remain unchanged at their place of occurrence. The combination of 2 and 4
leads to this variant of SNF yielding less information than Def. 17 in the following example: (F(p A ¢)) A G—p. An
IUC resulting from this variant of SNF will contain the conjunct x — F(p A g), not making it clear that g is irrelevant
for unsatisfiability. On the other hand, unsatisfiability due to failure of temporal unfolding at the first time point only
can in some cases be distinguished from that at the first and/or or later time points, thus yielding more information
than Def. 17; (Gp) A —p is an example for that.

6. Unsatisfiable Cores via Bounded Model Checking

6.1. Intuition and Example

By encoding the existence of counterexamples of bounded length into a set of CNF clauses, SAT-based Bounded
Model Checking (BMC) (e.g., [BCCZ99, BCC*99, BCRZ99]) reduces model checking of LTL to SAT. Utilizing
performance increases in SAT solving technology (for an overview see, e.g., [KS08]) SAT-based methods have become
an established standard that complement BDD-based methods in verification; a survey on SAT-based verification
methods is available in [PBGO0S5]. Details and references on BMC can be found, e.g., in [BHJ*06].

To prove correctness of properties (rather than existence of a counterexample) BMC needs to determine when to
stop searching for longer and longer counterexamples. The original works (e.g., [BCCZ99]) imposed an upper bound
derived from the graph structure of the model (see also [CKOSO05]). A more refined method (e.g., [SSS00]) takes a
two-step approach: For the current bound on the length of counterexamples &, check whether there exists a path that
1. could possibly be extended to form a counterexample to the property and 2. contains no redundant part. If either
of the two checks fails and no counterexample of length < k has been found, then declare correctness of the property.
As there are only finitely many states, step 2 guarantees termination. Often, bounds are tightened using some form of
induction [SSS00]. For a discussion of other methods to prove properties in BMC see, e.g., [BHJ*06].

By assuming a universal model, BMC provides a way to determine LTL satisfiability (used, e.g., in [CRSTO7])
and so is a natural choice to investigate notions of UCs. Note that in BMC, as soon as properties are not just simple
invariants of the form Gp, already the first part of the above check for termination might fail. That observation
yields an incomplete method to determine LTL satisfiability. We first sketch the method and then the UCs that can be
extracted.

The method essentially employs Def. 18 to generate a SAT problem in CNF as follows: 1. Pick some bound k.
2. To obtain the set of variables, instantiate the members of X for each time step 0 < i < k+ 1 and of AP for0 <i < k.

SIn practice, one typically starts with k = 0 and increases k by 1 until either (un)satisfiability is determined or a resource limit is reached. For
references to a discussion on upper bounds see above. In addition, some discussion on the effects of guessing the right/a slightly too large bound
can be found in [ES03].
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%
v (XE - 'x]?\/XXp) (x(}, - x]lJVXXp) (xazb - x121\/XXp)
v ’(ngxxp - xg,o v x%Xp)‘ (x]lv\/XXp - x,l;,o v x%(Xp) (xi\/XXp - x,%,o v x%(xp)
v (x)g = Pp) (X0 = P) (25 =)
v (Xxx, = Xx,) (xxx, = Xx,) (xxp = Xx,)
v (x%p — x[lz,l) (x;(p — x[zhl) (xg(p - x]%’l)
v (), = p) (x), = p) (2, = p)
v (x;, - xé}(ﬁlmq)) (x025 - xé(ﬁp/\q))
v ’(x?’rhmq) - x(];(ﬂpAq))‘ ’(xé;(ﬂmq) - xé(ﬂp/\q))‘ (xé(ﬂp/\q) - xz‘r(-'mw)
v (x?;(ﬁp/\fp - XQ'PN{) (le(ﬁPAq) - xLP/\q) (xé(ﬁlmq) - xiﬂw)
v g~ ) (g = 1) Py = )
v (2, - a0, (!, = -ty &2, - -2,
v (=), = —p) (~x!, = —p) (2, = p)
(&0, = ) (&g = 1) (2)y = )
(xg = @) (xy = @ (=g
dCNF core time step 0 time step 1 time step 2

Figure 3: Example of a UC via BMC. The input formula is ¢ = (p V XXp) A G(—p A q). Clauses that form the SAT IUC are marked blue boxed. A
tick in the leftmost column indicates that the corresponding dCNF clause is part of a UC via dCNF.

We indicate the time step by using superscripts. 3. For the set of CNF clauses instantiate each conjunct in dCNF .
not containing a F or G operator once for each 0 < i < k. Add the time O instance of the root of the dCNF, xg, to the
set of clauses. 4. Replace each occurrence of Xxf/, with x*!. Note that at this point all temporal operators have been
removed and we indeed have a CNF. Now if for any such k the resulting CNF is unsatisfiable, then so is the original
LTL formula. The resulting method is very similar to BMC in [HJLO5] when checking for termination by using the
completeness formula only rather than completeness and simplepath formula together (only presence of the latter can
ensure termination).

Assume that for an LTL formula ¢ the above method yields an unsatisfiable CNF for some k and that we are
provided with a (preferably irreducible) UC of that CNF as a subset of clauses. It is easy to see that we can extract
a UC of the granularity of Def. 18 by considering any dCNF conjunct to be part of the UC iff for any time step the
corresponding CNF clause is present in the CNF IUC. Note that the CNF IUC provides potentially finer granularity
in the temporal dimension: the CNF IUC contains information about the relevance of parts of the LTL formula
to unsatisfiability at each time step. Contrary to the notions of UC in the previous section we currently have no
translation back to LTL for this finer level of detail. Once such translation has been obtained it makes sense to define
the notion of a core via removal of clauses from the CNF thus giving the notions of a core, an unsatisfiable core, a
proper unsatisfiable core, and an irreducible unsatisfiable core via BMC.

As an example consider ¢ = (p vV XXp) A G(—p A g). The translation into a set of CNF clauses and the CNF IUC are
depicted in Fig. 3. Extracting a UC at the granularity of Def. 18 results in a dCNF equivalent to (p V XXp)AG(—p A 1).
The CNF IUC shows that the occurrence of —p is relevant only at time steps 0 and 2.

6.2. Formalization

In the following definition we spell out the translation of ¢ into a CNF for a given bound k.

Definition 19. Let ¢ be an LTL formula over atomic propositions AP, letk € N. Forall0 <i < k+1lety,y",... €Y
be fresh atomic propositions not in AP and let p, ¢, ... be fresh atomic propositions — neither in AP nor in ¥ —
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Y Polarity of ¥ in ¢ | Clauses for each 0 < i < k € CNFsplittempunf (¢, k)
beB + (_‘yfa Vv b)

beB |- (!, v =b)

pEAP | + (=yy V)

pEAP | - Oy vV —P)

—y’ + (= V)

~y’ - Oy v yy)

YAy ]+ (=g V V) (3 V vy

YAy - Oy v 2y V)

yvyr o+ =y V Yy V)

vy - Oy V) Oy Y vy)

Xy’ + vy Vgt

Xy |- 0,V

oy |+ (Viugr Y Yy VY (g Y Vg V Vihing)
oy’ | - Oy ¥ V) Oy Y Dy ¥ Vi)
YRy” | + yrer Vo) Vyrgr VY V YRy
YRy” | - Oyrgr ¥ Vi ¥ 90 Oyrgr ¥ Vi V Vyirg)
Fy/’ + 0

Fy’ - Oy V) Oy V Vi

Gy’ + (Ve V Vi) ey V VE)

Gy’ - 0

Table 5: Clauses in CNFsplittempunf for formula ¢ and bound k. The 0 indicates that no clause is generated.

denoting the values of p,q,... € AP for each time step. CNFsplittempunf(¢,k) is a set of clauses, i.e., a CNF,
containing (yg) and one or more clauses for each occurrence of a subformula ¢ in ¢ according to Tab. 5.

It is easy to see that CNFsplittempunf(¢, k) essentially contains a subset of the conjuncts of a dCNF accord-
ing to Def. 18 and enforces each of them only for the time steps from O to k. Hence, the equisatisfiability of
dCNFsplittempunf (¢) and ¢ implies:

Fact 20. Let ¢ be an LTL formula over atomic propositions AP. If for some k € IN CNFsplittempunf (¢, k) is unsatis-
fiable, then so is ¢. The converse does not hold.

Let CNF’ be an IUC of CNFsplittempunf (¢, k). To translate that back to an LTL formula proceed as follows. Let
¢’ denote the instantiation of some conjunct ¢ € dCNFsplittempunf(¢) for time step i. 1. Construct a dCNF UC based
on Def. 18 as follows by setting dCNF,,, such that it contains c iff ¢’ is part of the CNF IUC for some 0 < i < k:
V¢ € dCNFsplittempunf(¢) . (30 < i < k. ¢’ € CNF’') & c € dCNF!,,,) 2. Translate the resulting dCNF UC to LTL
as described in Sect. 5. If for some subformula the corresponding set of conjuncts cannot be found in Tab. 4, then
extend the set of conjuncts in the UC as needed.

Note that a CNF IUC does not guarantee a dCNF IUC. As an example consider (G(p — (g A 1)) A
(=g A =) A (X(=g A =r)) A(pV Xp). At the CNF level a UC can use, e.g., g in time step O and r in time step

1 and still be irreducible. Clearly such CNF IUC does not yield a dCNF IUC.
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7. Unsatisfiable Cores via Tableaux

7.1. Intuition and Example

Tableaux are widely used for temporal logics. Most common methods in BDD-based symbolic model checking
(e.g., [BCM*92, CGH97]) and in explicit state model checking (e.g., [GPVW95]) of LTL rely on tableaux. Therefore
tableaux seem to be a natural candidate for investigating notions of UCs.

In this section we only consider formulas in NNF. Typically, a tableau construction for LTL establishes (un)satis-
fiability of some LTL formula ¢ by constructing and analyzing a graph (a tableau) for ¢. The tableau is constructed
such that ¢ is satisfiable iff the tableau contains a path fulfilling certain properties (such a path is called satisfied
below). Any such path corresponds to a model of ¢. In other words, constructing and analyzing a tableau means
searching for a model. Nodes in the tableau are characterized by sets of subformulas of ¢ and formulas derived
from subformulas of ¢. The set of formulas characterizing a node should be free of contradictions at some level of
abstraction (e.g., considering all formulas that are literals); contradicting nodes are called closed below and are often
dropped from consideration. The set of formulas characterizing a node represents the formulas that hold on any path
in the tableau starting at that node (and possibly fulfilling certain additional properties). As a consequence, there is a
directed edge from one tableau node to another, if the formulas characterizing the target node imply the obligations
that the formulas characterizing the source node leave for the next time step. A node of the tableau is initial if its
characterizing set of formulas contains ¢. For a path in the tableau to be a model of ¢, the path will normally have to
start in an initial node and not infinitely often visit a node that contains a U formula without infinitely often visiting a
node that contains the right hand side of the U formula.

We differ from, e.g., [GPVWO5] in that we retain and continue to expand closed (i.e., contradictory) nodes during
tableau construction and only take them into account when searching for satisfied paths in the tableau. We fix some
terminology. A node in a tableau is called 1. initial if it is a potential start, 2. closed if it contains a pair of contradicting
literals or the Boolean constant 0, 3. terminal if it contains no obligations left for the next time step, and 4. accepting
(for some U or F formula), if it either contains both the formula and its eventuality or none of the two. A path in the
tableau is initialized if it starts at an initial node and fair if it contains infinitely many occurrences of accepting nodes
for each U and F formula. A path is satisfied if 1. it is initialized, 2. it contains no closed node, and 3. it is finite and
ends in a terminal node, or it is infinite and fair. A tableau is satisfied iff it contains a satisfied path. Satisfied paths
yield satisfying assignments for the LTL formula for which the tableau is constructed.

Intuitively, closed nodes are what prevents satisfied paths. For an initialized path to a terminal node it is obvious
that a closed node on that path is a reason for that path not being satisfied. A similar statement holds for initialized
infinite fair paths that contain closed nodes. That leaves initialized infinite unfair paths that do not contain a closed
node. Still, also in that case closed nodes hold information w.r.t. non-satisfaction: an unfair path contains at least one
occurrence of an U or F formula whose eventuality is not fulfilled. The tableau construction ensures that for each node
containing such an occurrence there will also be a branch that attempts to make the eventuality 1 but fails to do so or
runs into another contradiction. That implies that the reason for failure of fulfilling eventualities is not to be found
on the infinite unfair path, but on its unsuccessful branches. Hence, we focus on closed nodes to extract sufficient
information why a formula is unsatisfiable.

The procedure to extract a UC now works as follows. It first chooses a subset of closed nodes that act as a barrier
in that at least one of these nodes is in the way of each potentially satisfied path in the tableau. Next it chooses a set of
occurrences of contradicting literals and O s.t. this set represents a contradiction for each of the selected closed tableau
nodes. As these occurrences of subformulas make up the reason for non-satisfaction, they and, transitively, their
fathers in the syntax tree of the formula are marked and retained, while all non-marked occurrences of subformulas in
the syntax tree are discarded and dangling edges are rerouted to fresh nodes representing 1. A step-by-step description
is given in the next subsection.

As an example consider the tableau in Fig. 4 for ¢ = X((G(p A g A ) AF(=p A=g))V (p AXp) A =p AX(p))).
Choosing {n;,n;} as the subset of closed nodes and the occurrences of g, —g in n; and p, —-p in n3
leads to X((GAAgAD)AFAA-9)VPALA-pALl) as UC. Choosing p and -p also in n; leads to
X((GATALD)Y)AFDPA-D)V(ALAApAIL) and selecting ns instead of n3 leads to two more possibilities
with Xp and X-p rather than p and —p being preserved in the second disjunct.

The latter two possibilities show that it is not sufficient to stop the tableau construction once a closed node has
been reached when it is desired that all [UCs of a formula can be extracted from an unsatisfied tableau.
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(G A gAD)AE=P A=)V
(p A (Xp) A =p AX(=p))
(G(p A g AD)AFECpA=g)
G AgAT) GlpAgAD
F(=p A =q) PRGAT
ny PAqGATr ny4 P
» q
q r
r XG(pAgAr)
XG(pAgAr)
XF(=p A =q)
(G AgAD)AF=pA-g))V
(p A (Xp) A =p A X(=p))
(G AgA)AEEPA-9)
G(pAgA)
F(=p A =q)
X((G(p A g A D) A F(p A=g))V | ) PGRT
P70 o A Xp) A p AXEp) no,
q
r
XG(pAgAT)
-p
—q
(G AgAD)AE=P A=)V
(p A Xp) A =p A X(=p))
p A (Xp) A =p A X(=p)
n3 p >
Xp
-p
X—p

Figure 4: Example of an unsatisfied tableau along the lines of [GPVWO95] but with closed nodes still expanded further. The formula is ¢ =
X(((GPAgA)ANEFEEP A=)V (pAXp)A-pAX(—p))). The initial node ng has an incoming arrow, closed nodes ny, n3, ns are filled red,
accepting nodes (all but n7) are drawn with thick double lines, and the terminal node n5 has no outgoing arrow.
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Below we show that the set of UCs that can be extracted in that way is equivalent to the set of UCs obtained by
Def. 10. However, we conjecture that the procedure can be extended to extract UCs that indicate relevance of subfor-
mulas not only at finitely many time steps as in Sect. 6 but at semilinearly many. Given, e.g., ¢ = p A (G(p — XXp)) A
(F(=p A X=p)), we would like to see that some subformulas are only relevant at every second time step.

7.2. Formalization

Below we first give our formal definition of a tableau for LTL and then explain differences w.r.t. the standard
construction. The exposition is closer to constructions that are not geared towards on-the-fly expansion, e.g., [LP85].

Definition 21 (Tableau). Let ¢ be an LTL formula in NNF with syntax tree pt,. A fableau for ¢ is a directed graph
ty = (Wy,, F,) whose nodes W;, represent sets of formulas expected to hold at a certain time point and whose edges
F, represent transitions from one time point to the next.

The closure CLy of ¢ is the smallest set that contains all nodes in the syntax tree of ¢, V), and, for any node
v € V), whose operator is U, R, F, or G, also contains a fresh node v' ¢ V, , St op(v') = X and left(v') = v. Given a
node v representing a U, R, F, or G formula, we denote the corresponding fresh node with Xv.

Nodes in W,, are subsets of CLg; W;, contains all nodes w s.t. Yv € CLy

1. if v represents a disjunction, then w contains v iff it contains one of its children: op(v) = V = (v e w &
left(v) e wV right(v) € w),

2. if v represents a conjunction, then w contains v iff it contains both children: op(v) = A = (v e w &
left(v), right(v) € w),

3. if v represents an U formula, then w contains v iff it contains either the right-hand (eventuality) child or the
left-hand child and the node representing the obligation for f(v) to hold in the next step: op(v) = U= (vew &
right(v) e wV (left(v) e w A Xv € w)),

4. if v represents a R formula, then w contains v iff it contains both left-hand and right-hand children or the
right-hand child and the obligation for f(v) to hold in the next step: op(v) = R = (v € w & right(v) ew A
(left(v) e w vV Xv € w)),

5. if v represents a F formula, then w contains v iff it contains its left-hand (eventuality) child or the obligation for
f(v) to hold in the next step: op(v) =F = (vew & left(v) e w vV Xv € w), and

6. if v represents a G formula, then w contains v iff it contains the left-hand (body) child of v and the obligation
for f(v) to hold in the next step: op(v) = G = (v e w & left(v),Xv € w).

A node w is 1. initial iff it contains the root node root(pt,): root(pty) € w, 2. closed iff it contains node(s)
representing O or a pair of contradicting literals: (v e w . f(v) = 0) or (Iv,v e w . Ip € AP . f(v) =p Af(V') = —p),
and 3. terminal iff it contains no obligations for the next time step: Yv € w . (op(v) # X) A (v # XV')

There is an edge (w, w’) in t, iff, for each node v € w with either op(v) = X or v = Xy’ in the source node w, v
(resp. V') is contained in the target node w': (w,w") € F;, @ VWvew . (op(v) =X =2vew)A (@ =XV =V ew)).

A path 7 is initialized iff it starts in an initial node: root(pt,) € n[0]. An infinite path 7 in #4 is fair iff each
eventuality that appears on some node on  is eventually fulfilled: Vi € IN . Vv € ni[i] . ((op(v) = U A right(v) =V') v
(op(v) =F Aleft(v) =V) = (A" =i .V enli’]).

A path in t4 is satisfied iff 1. it is initialized, 2. it does not contain a closed node, and 3. (a) it is finite and ends in
a terminal node or (b) it is infinite and fair.

A tableau is satisfied iff it contains a satisfied path, unsatisfied otherwise.

The definition above deviates from standard definitions for LTL tableaux in that nodes are sets of syntax tree nodes
(occurrences of subformulas) rather than subformulas. Moreover, it does not require nodes to not contain contradic-
tions but rather delays this check to the detection of satisfied paths. This affects neither arguments of correctness
(non-existence versus non-consideration of nodes) nor of termination (finiteness of the number of nodes). Hence:
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Fact 22 (¢ is Satisfiable iff 7, is Satisfied). Let ¢ be an LTL formula in NNF with tableau tg. ¢ is satisfiable iff t4 is
satisfied.

A step-by-step description to extract a UC is given below.

Definition 23 (UC Extracted From Unsatisfied Tableau). Let ¢ be an unsatisfiable LTL formula in NNF with syn-
tax tree pt, and tableau 75. Let C;, be the set of closed nodes in 74. Proceed as follows: 1. Choose a subset W € W;,
of nodes in #4 s.t. W contains a set of closed nodes that are sufficient to prevent satisfaction of #4; in other words,
even when allowing a satisfied path to contain nodes in W;, \ (W N C;,) rather than in W, \ C,,, then #5 would still
be unsatisfied. 2. Choose a subset V C V), of syntax tree nodes of pi, s.t. the intersection of each closed node in W
with V contains syntax tree node(s) representing the Boolean constant 0 or a pair of contradicting literals. 3. Mark
the nodes in pr, that are contained in V. 4. Recursively mark the fathers of marked nodes in pt,. 5. Finally remove
unmarked nodes from pz, and redirect dangling edges to fresh 1 nodes.

The following theorem states equivalence of the sets of UCs that can be obtained by extraction from an unsatisfied
tableau and via syntax tree.

Theorem 24 (Equivalence of UCs Extracted From Unsatisfied Tableaux and via Syntax Tree). Let ¢ be an un-
satisfiable LTL formula in NNF with syntax tree pt, and tableau ty. A syntax tree pt' can be obtained from 1, as a
result of Def. 23 iff pt’ is a UC of pt, via syntax tree (Def. 10).

Proor. Lemmas 25 and 26.

Lemma 25 (Correctness of UC Extraction From Unsatisfied Tableau). Let ¢ be an unsatisfiable LTL formula in
NNF with syntax tree pty and tableau ty. Let pt' be a syntax tree obtained from t4 as a result of Def. 23. Then pt' is a
UC of pt, via syntax tree (Def. 10).

Proor. (Sketch.) We have to show that Def. 10 holds, i.e., pt’ is a core (Def. 9) and it represents an unsatisfiable
formula.

It is easy to see that the procedure outlined in Def. 23 selects a non-empty set of nodes in pz, and marks all of
these nodes as well as all nodes on the way between any one of them and the root. It then removes subtrees rooted
at unmarked nodes (including all children, also being unmarked by construction) and replaces them with 1. With ¢
being in NNF this establishes Def. 9.

In order to show that the formula represented by pt’ is unsatisfiable, we consider a variant of pt’ that is obtained
as follows. Rather than replacing unmarked subtrees with 1 we only replace unmarked leafs with 1. Let the resulting
syntax tree be pt”” with associated formula ¢”. pr, and p” are isomorphic up to the labeling of leaf nodes. By Def. 21,
their tableaux are isomorphic s.t. two isomorphic tableau nodes are sets of isomorphic syntax tree nodes.

We can now state the following. 1. A node in 4~ is initial (resp. terminal) iff the isomorphic node in 7, is initial
(resp. terminal). 2. For any syntax tree node representing a formula of the form y'Uy or Fy, a tableau node w in 4~
contains the syntax tree node v representing v iff the tableau node isomorphic to w in #4 contains the syntax tree node
isomorphic to v. 3. If a node in #4- is isomorphic to a node in W N C,,, then it is closed.

Now it’s easy to see that 4 is unsatisfied and, hence, ¢” is unsatisfiable. As ¢” simplifies to ¢’, so is the latter.

Lemma 26 (Completeness of UC Extraction From Unsatisfied Tableau). Ler ¢ be an unsatisfiable LTL formula in
NNF with syntax tree pt, and tableau ty. Let pt’ be a UC of pt, via syntax tree (Def. 10). Then pt' can be obtained
Sfrom ty as a result of Def. 23.

Proor. (Sketch.) First assume pt’ is an IUC of pt, by Def. 10. Extend pr’ s.t. it is isomorphic to pt, as in the proof of
Lemma 25 and name the result pt”’. By correctness of the tableau method (Fact 22) the tableau for f(pt”’) is unsatisfied.
When applying the core extraction method in Def. 23 to the tableau for f(pt”’) it is both possible and sufficient to mark
all leaf nodes of pt” in the tableau for f(p?”’) in steps 1 and 2 of Def. 23 and, hence, obtain pt” as a UC. By a similar
argument as in the proof of Lemma 25 the same core can be extracted from .

Now let pt’ be not irreducible, and let pt”” be an IUC of pt’. By the previous argument pt” can be extracted as a
UC from pt,. Note that the tableau construction for ¢ in Def. 21 is such that every syntax tree node of pz, will appear
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as syntax tree node in some tableau node of 74. Furthermore, the core extraction according to Def. 23 allows to mark
any node v appearing in some tableau node and, hence, add any syntax tree node v and the corresponding path from
the root of the syntax tree pt, to v to the core. Hence, pr” can be extracted as a UC from the tableau 7.

Marking More Than 0 and Contradicting Literals. The proof of Thm. 24 makes it clear that, when IUCs are desired,
in Def. 23 it is never necessary to start marking from subformulas other than 0 and contradicting literals in closed
nodes.

8. Examples

In this section we apply the notions suggested in the previous sections to three examples found in [WDMRO8,
Har05, ala] and [RV10, roz].° The first two examples fall in the application category. Using the traditional notion
of a UC as a subset of a set of conjuncts, we show that the specification of a lift is buggy. We then use the notions
introduced in the previous sections to understand impossibility of a different scenario for the corrected lift. The last
example is a random formula from a set of benchmark formulas. That formula doesn’t admit any simplification by
the traditional notion of a UC but can be reduced in size significantly by our notions.

8.1. Tracking Down a Problem in a Lift Specification

Figure 5 (a)—(c) shows the example used in this subsection. In Fig. 5 (a) we list the example as obtained from
[ala] with the following modifications. 1. We rewrote the example as a set of conjuncts. We turned biimplications
into implications. 2. We removed button 0 from conjuncts 40-42. This corresponds to the original version of the
specification in [Har05]. 3. We added the scenario we are interested in as conjunct 49.

The specification characterizes a lift that serves 3 floors. Presence of the lift at floor i is indicated by variable fi
being 1. The lift is requested to serve floor i by pressing button bi. The lift and its users take turns in their actions:
variable u is 1 if it’s the users’ turn, O if it is the turn of the lift. sb is essentially a macro that is 1 iff button 1 or button
2 are pressed. up observes whether the lift moves up (the value must be 1), down (the value must be 0), or remains at
a given floor (the value doesn’t change). For explanations of the conjuncts see the comments in Fig. 5 (a). For a more
detailed explanation we refer the reader to Chapter 4.3.2 of [Har05].

Clearly, a reasonable lift specification will permit the lift to leave its initial position to serve other floors. This is
the first scenario we would like to explore. Surprisingly, it turns out that the specification in Fig. 5 (a) is unsatisfiable,
i.e., it does not permit the lift to leave floor O; hence, it should be considered buggy.

Using the traditional notion of a UC as a subset of a set, we obtain 6 out of 49 conjuncts as an irreducible
unsatisfiable subset of conjuncts (Fig. 5 (b)). The more fine-grained notions suggested in Sect.s 4—7 do not lead to
further simplification. Inspection of the IUC in Fig. 5 (b) suggests that the variable up is not used consistently. In
conjunct 31 up records whether the lift has moved between the previous and the current time step. In conjunct 36 it
records whether the lift will move between the current and the next time step. Correspondingly modifying conjuncts
36-39 by adding a X operator as suggested in Fig. 5 (c) makes the specification satisfiable.

8.2. Exploring a Possibility in a Lift Specification

The second example is based on the corrected lift specification, see Fig. 6 (a)—(e). This time we explore a different
scenario: we would like to know whether the lift ever needs to return to floor 0 after the first time step. We correspond-
ingly replace conjunct 49 with 49’ (expressing the fact that it doesn’t). The resulting specification is unsatisfiable.

Again, the traditional notion of a UC as a subset of a set of conjuncts reduces the conjuncts to consider from 49 to
6 (Fig. 6 (b)). This time, however, further reduction is possible. Using the notion of a core via syntax trees, the most
complex of the remaining conjuncts can be simplified by removing two literal occurrences and a conjunction operator,
and turning an U into a F (Fig. 6 (c)). The result of rewriting the simplified specification in Fig. 6 (c) into dCNF
is shown in Fig. 6 (d). Computing an IUC via dCNF allows to drop two conjuncts from the dCNF. By inspection it
becomes clear that each removal allows the removal of a G operator in Fig. 6 (c). For the result see Fig. 6 (e).

5We encourage the reader to validate the examples in this section using any LTL satisfiability solver; for a selection see [RV10]. The examples
are available for the NuSMV model checker at http://www.schuppan.de/viktor/fsen09_scp_examples/.
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// the lift is only at one floor at a time
G(f0 — ~f1)

G(f0 - ~f2)

G(f1 - ~f2)

// initial values

4 —u
5. fO
6. -b0
7

8

9

L=

-bl
-b2
—up
// the lift and the users take turns
10. G(u — —Xu)
11. G((=Xu) — u)
// when it is the users’ turn, then the floor remains unchanged
12. G(u — (f0 - Xf0))
13.  G(u— (Xf0) > f0))
4. Gu— (f1 = Xf1)
15, G- (Xf1) - f1)
16.  Gu - (f2 > Xf2)
17. Gu — (Xf2) > f2)
// the lift can move at most to one neighboring floor in one
I step
18.  G(f0 - X(fOV f1))
19.  G(f1 -> X(fOV f1V f2))
20.  G(f2 -> X(f1V f2)
// when it is the lift’s turn, then the buttons remain unchanged
21.  G((-u) = (b0 — Xb0))
22.  G((-u) = ((Xb0) — b0))
23.  G((-u) = (b1 — Xb1))
24,  G((-u) = ((Xb1) = bl))
25, G((~u) - (b2 - Xb2))
26. G((-u) = ((Xb2) - b2))

// the buttons remain pressed while the corresponding floor has not
// been reached
27.  G((bO A = f0) — Xb0)
28. G((b1 A=f1) — Xbl)
29.  G((b2 A—f2) - Xb2)
// up is true if the lift moves up, false if it moves down, and
// unchanged if it doesn’t move
30.  G((fO A (Xf0)) = (up — Xup))
31 G((fO A (Xf0) = (Xup) — up))
32. G((f1 A Xf1)) - (up — Xup))
3B, G((1AXSD) = (Xup) — up))
34. G((f2 A (X[f2)) — (up — Xup))
35 G((f2 A (Xf2)) = (Xup) — up))
36 G((fOA(X[1) = up)
37.  G((f1 A(Xf2)) — up)
38. G((f1 A(Xf0)) = —up)
39 G((f2 AXS1)) = —up)
// sb is true iff b1 or b2 are pressed
40.  G(sb — (b1 VD2))
41. GOl — sb)
42, G(b2 - sb)
// when it is not used, then the lift parks at floor 0
43.  G((fO A =sb) — (fOU(sbR((Ff0) A =up))))
44.  G((f1 A =sD) = (f1U(sbR((Ff0) A —up))))
45, G((f2 A =sb) — (f2U(sbR((Ff0) A —up))))
// each request will eventually be served
46. G0 — Ff0)
47. GOl - Ffl)
48. G2 - Ff2)
// the lift eventually leaves floor O
49.  F-f0

(a) Formulas 148 represent a lift specification used in [WDMROS] (available from [ala]). Here we add formula 49 to express the desire

to eventually leave floor 0. The specification is given here as a set of conjuncts, i.e., the overall specification is obtained by conjoining

formulas 1-49. [ala] is closely modeled after the example in [Har05] instantiated for 3 floors. Our only changes w.r.t. the version from [ala]

are 1. writing it as a set of formulas to be conjoined (possibly splitting biimplications), 2. following the original [Har05] in 40-42 by leaving

out b0, and 3. adding 49. Note that changes 1. and 2. do not impact satisfiability of the conjunction of 1-49. The resulting specification

turns out to be unsatisfiable (while the conjunction of 1-48 is satisfiable), hence, the lift can not leave floor 0.

5. 50
9. —up

18, G(f0 — X(fOV f1))

3L G((fO A (Xf0)) = ((Xup) — up))

36. G((fO A (Xf1)) — up)

49.  F-f0

(b) An IUC of the conjunction of 1-49 as an irreducible sub-
set of the conjuncts 1-49. In other words, the conjunction of
{5,9,18,31,36,49} is unsatisfiable and the conjunction of any
proper subset of {5,9, 18,31, 36,49} is satisfiable. Applying any
of the more fine-grained definitions proposed in Sect.s 4-7 does

not provide additional information.

36, G((f0 A (Xf1)) > Xup)
37, G((f1 A (Xf2) > Xup)
38, G((f1 A (Xf0)) - X-up)
39, G((f2 A (XS1) — X-up)

(c) One way to fix unsatisfiability of the specification (and the one
we are following here) is by setting the the right hand sides of the
implications in 36-39 to X(—)up (i.e., up observes the movement
of the lift between the previous and the current time step).

Figure 5: Example of using IUCs to track down a problem. Here the notion of a UC as a subset of a set of conjuncts is sufficient.
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Now it is easy to see unsatisfiability. Conjuncts 5, 7, 8, and 40’ imply that sb is O at time step 0. Hence, the left
hand side of the implication in 43” is 1 at time step 0. However, sb is 0 at time step 0 and, because of 49°, f0 is false
after time step 0. Hence, the right hand side of the implication in 43” can not be fulfilled.

8.3. A Random Formula

The third example (see Fig. 7) is a slightly simplified instance’ of the random formulas benchmark set used in
[RV10] (available from [roz]). This set of formulas was generated using the method described in [DGV99]. To obtain
the formula in Fig. 7 (a) we removed double negations.

Here no (simple) rewriting into a set of conjuncts or even a formula with a sizeable Boolean component at the
top is possible. Hence, the traditional notion of a UC as a subset of a set of conjuncts does not apply. By using the
notion of a UC via syntax tree we obtain a formula with 35 rather than 112 nodes in its syntax tree (Fig. 7 (a)). Further
simplification (using only the identities 1 A ¢ = ¢, 0 V ¢ = ¢, OUy = ) results in a formula with only 17 nodes left
(Fig. 7 (b)). Rewriting the formula in Fig. 7 (b) into dCNF and computing the corresponding IUC shows that aUb can
be replaced with a weak U without losing unsatisfiability (Fig. 7 (c)). Finally, annotating the clauses in the dCNF with
information about the time steps in which they are relevant as suggested in Sect. 6 provides further insight (Fig. 7 (c)):
no clause is relevant after the second time step and only two clauses are relevant at more than one time step.

Unsatisfiability of the formula in Fig. 7 (b) can now be understood as follows. To make the formula 1 both sides
of the outermost disjunction need to be 0 (conjuncts 1, 15, 16, 17 in Fig. 7 (c)). The right hand side disjunct implies a
and b being 0 at time step 1 (conjuncts 12—14). Note that this makes =(aUb) 1 at time step 1 (conjuncts 6, 9). Hence,
both sides of the outermost U formula need to be 0 at time step 0 (conjuncts 10, 11). That implies b being 1 at time
step O (conjuncts 9, 7). On the other hand, making the left hand side of the U 0 requires b to be 0 at time step 0
(conjuncts 2-5).

8.4. Discussion

The first lift example shows that specifications may contain bugs and that UCs can help to track down the problem.
In this example the traditional notion of a UC as a subset of a set of conjuncts turns out to be sufficient for understand-
ing the problem and ultimately coming up with a fix. The traditional notion of a UC reduces the specification from 49
to 6 conjuncts.

In the second lift example the traditional notion again reduces the specification from 49 to 6 conjuncts. However,
this time the notions via syntax trees and via dCNF yield more fine-grained information that leads to the additional
removal of 2 literal occurrences, 3 operators, and simplification of another operator.

Note that for the purpose of this section we rewrote the lift specification as a set of conjuncts to make the traditional
notion applicable as much as possible. This is not possible for the random example; the traditional notion provides no
help in simplifying the formula. In contrast, the notion via syntax tree reduces the syntax tree of the formula from 112
to 35 nodes. Further simplification leads to a formula with a syntax tree of size 17. Applying the notion via dCNF
indicates that a strong U can be exchanged for a weak one. Finally, along the lines of Sect. 6 we can conclude that no
conjunct is relevant after the second time step and only two conjuncts are relevant at both the first and the second time
steps.

The examples show that it is essential to reduce the formula size to understand why a particular formula is unsatis-
fiable. While there are diminishing returns of the more fine-grained notions of a UC, the more fine-grained notions did
prove helpful in providing additional information useful for further simplification. We note that, while it is somewhat
hard to find realistic specifications in LTL available for research (not speaking of unsatisfiable ones), none of the ex-
amples in this section was crafted by us (we did add the specific scenarios to be explored in the lift examples). Finally,
we make two remarks w.r.t. the fact that the random example is the most complex one. First, we expect that spec-
ifications become more complex. Second, random examples are used frequently to debug solvers and investigating
unexpected results typically accounts for a non-negligible amount of the time spent.

7To be precise, it is based on the sixth formula in P0.7N4L100.form.
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// the lift is only at one floor at a time
L G(f0—~fD)
G(f0 — —=f2)
G(f1 - ~f2)
// initial values
i
fo
-b0
=bl
-b2
—up
// the lift and the users take turns
10. G(u — ~Xu)
11. G((-Xu) = u)
// when it is the users’ turn, then the floor remains unchanged
12. G(u > (f0 - Xf0))
13. G(u — ((Xf0) — f0)
14. G(u — (f1 - Xf1))
15. G(u = (Xf1) = f1))
16. G(u = (f2 > Xf2))
17. G(u — (Xf2) - f2))
J/ the lift can move at most to one neighboring floor in one
/] step
18 G(f0 - X(fOV f1))
19. G(f1 > X(fOV f1V f2))
20. G(f2 - X(f1V £2))
// when it is the lift’s turn, then the buttons remain unchanged
21. G((-u) = (b0 — Xb0))
22. G((-u) = ((Xb0) — b0))
23. G((-u) = (b1 — Xbl))
24. G((-u) = (Xb1) - bl))
25. G((-u) = (b2 — Xb2))
26. G((-u) = ((Xb2) — b2))

Ll

O ® Nk

// the buttons remain pressed while the corresponding floor has not
// been reached

27. G((bO A —~f0) — Xb0)

28. G((b1 A ~f1) = Xbl)

29. G((b2 A —f2) — Xb2)
// up is true if the lift moves up, false if it moves down, and
// unchanged if it doesn’t move

30. G((f0 A (X£0)) = (up — Xup))

31. G((f0 A (Xf0) = (Xup) = up))

32. G((f1AXS1) = (up = Xup))

33. G((f1 AXf1) = (Xup) = up))

34. G((f2 A (Xf2)) > (up — Xup))

35. G((f2 A (X[2)) = (Xup) — up))

36'. G((fO A (X[1)) = Xup)

37, G((f1 A X[2) - Xup)
38, G((f1 A (Xf0) - X-up)
39, G((f2 A (Xf1) - X-up)

// sbis true iff b1 or b2 are pressed
40. G(sb — (b1 v b2))
41. G(b1 - sb)
42. G(b2 — sb)
J/ when it is not used, then the lift parks at floor 0
43. G((f0 A =sb) — (FOU(sbR((F£0) A —up))))
44, G((f1 A =sb) > (FIU(SHR((F f0) A ~up))))
45. G((f2 A ~sb) — (F2U(bR((F£0) A ~up))))
// each request will eventually be served
46. G(b0 — Ff0)
47. G(b1 - Ff1)
48. G2 - Ff2)
J/ the lift never goes back to floor 0
49, XG-f0

(a) The lift specification with the fix suggested in Fig. 5 (c). We also changed the scenario to be explored (49 to 49’): we would like to know

whether it is possible that the lift never returns to floor 0.

f0

-bl

—-b2

40.  G(sb — (b1 V b2))

43. G((fO A =sb) — (fOU(sbR((Ff0) A =up))))
49, XG-f0

e

(b) An IUC of the specification in (a) as an irreducible subset of

conjuncts.
5. /0
Ta. X-pl
7b. G(x_‘b] i —|b1)
8a. Xap2

8b. G(x_p2 — —b2)
40a.  XG(sbo(b1vb2)
40b.  Gxpivi = (b1 V D2)
40c.  G(xspopiver) = (sb = Xpivin))
40d.  G(xG(sbobivi2) = Xsh(blvi)
40e. lG(xG(xb—)(b]va)) — Xuxg( vla—>(blvb2)))]
43’a. XG((fOA-sb)—(F(sbRF0)))
43’b. G(x-g « —sb)
43°c. G(xpop-sp < (SO A X-))
43°d. G(xpro — Ff0)
43’e.  G(xgRrEf0 = XFf0)
43°'f.  G(xgreso = (sb V Xx0RFf0))
43’g. G(xppref0) — Fxgrrso)
43'h.  G(X(for-sh)—(F(sbRF0)) — (XfOr-sh — XF(sbRF£0)))
43’1 GXG((f0A~5h) S F(HRES0) = X(f0Ash)(F(sbREf0)))
43’). lG(XG(( fOA=sb)—(F(sbREf0))) — XXG((fOAﬁ.vh)ﬁ(F(shRFfO))))]
49’a. XXG-f0
49, G(rjo — —f0)
49°c. G(xG-f0 = X-f0)
49d. G(rg-s0 — Xxg0)
49’e.  G(xxg-s0 = XxG-s0)

(d) This is (c) rewritten along the lines of” Def. 18. The corre-
sponding IUC via dCNF doesn’t require 40e and 43’j (marked blue
boxed).

“We are somewhat sloppy here by not introducing additional
variables to represent the conjunction of {5,7, 8,40, 43’,49’}.

5. £0
7. =bl
8. -b2

40.  G(sb — (b1 V b2))
43, G((fO A —~sb) — (F(sbRF £0)))
49 XG-f0

(c) By applying the notion of an IUC via syntax tree (Def. 8) to
(b) we can further simplify: in conjunct 43 we can replace the
second occurrence of f0 and the occurrence of —up with 1. By
using 1Uy = Fy and ¢y A 1 = | we obtain 43’.

5. f0
7. =bl
8. -b2

40, sb— (b1 Vb2)
43", (fO A —sb) — (F(sbRF f0))
49, XG-f0

(e) The fact that (as shown in (d)) 40e and 43’j are not needed to
establish unsatisfiability makes it clear that 40 and 43’ are only
relevant in the first time step. Hence, this allows to further rewrite
(c) by dropping the G operators in 40 and 43’ (leading to 40’ and
43”).

Figure 6: Example of using IUCs to understand impossibility of a scenario.
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(a) The above syntax tree is based on an unsatisfiable instance of the random formulas benchmark set used in [RV10] (available from [roz]). The
formula above was obtained by removing all occurrences of a double negation. The syntax tree induced by the blue boxed nodes forms an IUC of
that formula via syntax tree. Nodes marked “o /[0]” or “o /[1]” indicate that in the TUC the subtree rooted at that node (with operator o) is replaced
with 0 or 1, respectively. While the syntax tree of the original formula has 112 nodes that of the IUC only has 35.

=((((=d) V (b A d))U=(aUb)) Vv X(a V b))
(b) This is the IUC via syntax tree from (a), simplified by applying 1 Ay =, 0V ¢ =y, 0Uy = ¢.

relevant at time step

Lo X (v brd)U-(@Ub)) VX (avb)) 0
2. G(x_y « —d) 0
3. G(xppg — (b Ad)) 0
4. G(Xayvind) < X-a) 0
5. G(Xmayvbnd) < Xoad) 0
6. G(x,up = (b V a)) 1
7. Gxaup = bV Xxaup)) 0
8. —
9. G(x-(qup) < —XaqUp) 0,1
10.  G(X(=d)v(brd)U(~(aUb)) <~ X~(aUb)) 0,1
1. GX(ayvbrd)U-@Uby — (X-dpibrd) A XX(d)vbrd)U-@Ub)))) 0
12. G(xavp < a) 1
13. G(xavp < b) 1
14, G(xx(@vp) < XXavp) 0
15, G(X((=d)v (brd)U(~@UB))VX(aVh) € X((~d)V(BAd)U(~(aUb))) 0
16, G(X(((~d)v(brd)U(~(@Ub))VX(avb) < XX(avh)) 0
17, GX(((~d)VbAD)U=@Ub))VX(avb)) = T X(~dVBAU(-@Ub)VX@avh) 0

(c) This is (b) rewritten according to Def. 18. An IUC via dCNF shows that 8 (blue boxed) is not required for unsatisfiability; in other words, the
innermost U can be replaced with a weak U and the result will still be unsatisfiable. The last column adds information at which time step a conjunct

is relevant for unsatisfiability as suggested in Sect. 6.

Figure 7: Example of using IUCs to understand unsatisfiability of a random formula.
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9. Unrealizable Cores

In this section we consider open systems [HP85] specified in LTL, i.e., systems that interact with an environment
where some signals are under the control of the system while others are under the control of the environment.

In a closed system, where all signals are controlled by the system, satisfiability of a specification is a sufficient
criterion for the existence of a system that implements the specification [EC82, MW84]. However, in an open system,
even if there is some behavior of the environment s.t. the resulting interaction between the system and the environment
satisfies the specification, the environment may decide not to exhibit that particular behavior but a different one.
Hence, the environment should be considered hostile to the system and, therefore, the system should be able to cope
with all behaviors of the environment without violating its specification [PR89, ALW8&9].

The question of automated synthesis of open systems specified in S1S was originally stated by Church [Chu63]
and later solved independently by [BL69, Rab72]. For specifications given in LTL, the problem was proved to be
2EXPTIME complete in [Ros92] (for fragments see, e.g., [AT04]), which, together with the use of the hard to im-
plement determinization procedure [Saf88], led to the problem not receiving much attention. After some progress in
overcoming [Saf88] in [KV05] and identifying somewhat easier yet powerful fragments in [PPS06] there has been
renewed interest (e.g., [JB06, BGJ*07b, BGJ*07a, SSR08, CRST08a, KPP09, KS09, KHB09]).

9.1. Preliminaries

LTL Realizability. In this section we identify a Boolean variable v, with each atomic proposition p € AP in the
natural way. The set of all such variables V is partitioned into two sets of environment variables V¢ (controlled by the
environment) and system variables V* (controlled by the system to be implemented): V = V¢ & V*. A state s € S is
a valuation of the variables: s : V — B!"l. Given a subset of variables V' C V, s|y» denotes the restriction of s to V”.
An execution n is an infinite sequence of states: n € §. As for infinite words, 7[i] denotes the state of n at position
i and n[i, o] denotes the suffix of 7 starting at position i (inclusive). Similarly, 5[0, i] is the prefix of 7 up to position
i (inclusive). A strategy o for the system (resp. environment) is a mapping from a finite prefix of an execution and a
valuation of the environment (resp. system) variables to a valuation of the system (resp. environment) variables: Vi €
IN:(0:S'%S|ye = S|ys) (resp. o : S'xS|ys = S|ye). Anexecution 17 is compliant with a system (resp. environment)
strategy o if, for all positions 7, the valuation of the system (resp. environment) variables at n[i] corresponds to the
valuation prescribed by the strategy for the execution prefix up to that position: Vi . n[illys = o(®[0,i — 11, nlily-)
(resp. Vi . nlillye = o(n[0, i — 11, n[i]|ys)). Note that in this definition of strategy both the environment and the system
can take each others choices into account. Below we assume that one of the two “moves first”, i.e., the first mover’s
strategy must not depend on the second mover’s choice for the current state. The notion of satisfaction of an LTL
formula ¢ by a word is extended to executions in the obvious way, denoted 1 = ¢. Given an LTL formula ¢, a system
(resp. environment) strategy o is winning for the system (resp. environment) if all executions that are compliant with
o satisfy ¢: Vn € §¢ . nis compliant with o = n | ¢. An LTL formula ¢ is realizable if there exists a winning
strategy for the system (unrealizable otherwise).

GR(1) Specifications. Generalized reactivity 1 (GR(1)) specifications represent a subclass of LTL for which the real-
izability problem is solvable in time cubic in the state space of the design, but which is sufficiently powerful to cover
many realistic specifications [PPS06].

Given a set of Boolean variables V', we regard V’ as the set of variables denoting the values of the variables in
V'’ in their next states. Given a Boolean constraint ¢ only over current state variables V we denote by i the version
of  where each occurrence of a current state variable has been replaced with the corresponding next state variable.
Similarly, given a Boolean constraint ¢ only over next state variables V we denote by ¢ the version of y where each
occurrence of a next state variable has been replaced with the corresponding current state variable.

A GR(1) specification is given by a six tuple of sets of Boolean formulas ((I°, R, B®), (I*, R®, B*)) where 1. I°
contains variables in V¢; 2. R¢ contains variables in V¢ U V* U Ve; 3. B contains variables in V¢ U V5; 4. I* contains
variables in V¢ U V*; 5. R® contains variables in V¢ U V¥ U Ve U V*; and 6. B* contains variables in V¢ U V5., Intuitively
(I¢, R¢, B®) (resp. (I*, R*, B®)) describes a Biichi fair transition system by giving its initial states /¢ (resp. I°®), transition
relation R (resp. R*), and set of Biichi fairness constraints B¢ (resp. B*). The intended semantics is then that, as long
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as the environment evolves according to (I°, R, B®), the system must obey (/*, R*, B*) and vice versa. Formally,
(I, R, B),(I', R°, B*)) =

((Avere 1) = (Aver ) A

(G (((OH Ayepe t5) A (YH A e ) = (A prere ) = |
(((OH Aveere t) A (YH Apecge p) = (Nprere£9)))) A M

((Awer ) A G Aprere ) = (Ngrepe GFB)) —

(((Avere € MG Apeere £9) = (Agren: GFBY))

Here O (“in the current or in some past state”), H (“in the current and in all past states”), and Y (“in the previous
state”’) are past time LTL operators (see, e.g., [Eme90]) that correspond to the future time F, G, and X respectively.
Hence, OH means “in the initial state” and YH means “in all states between the initial state and the previous state
(inclusive)”. Clearly, Eqn. 1 can be written more compactly; here we emphasize the idea that the system needs to
comply with its obligations (only) as long as the environment does (and vice versa). Finally, note that w.l.o.g. in our
formulation the environment moves first. For more details about GR(1) realizability see [PPS06].

9.2. Unrealizable Cores via Syntax Trees

We now extend the notion of a UC based on syntax trees from Sect. 4 to realizability. In fact, we argue that
syntactic weakening, which is at the heart of Def. 9, fulfills the criteria outlined in Sect. 3 also for realizability. That
allows us to reuse Def. 9 and obtain the definition of an unrealizable core of a syntax tree by substituting “unrealizable”
for “unsatisfiable” in Def. 10.

Fulfillment of criteria 2 (unrealizability is easier to see for the user) and 3 (non-addition/preservance of reasons
for unrealizability can be understood by the user) is as for unsatisfiable cores.

Syntactic weakening can be seen to fulfill criterion 1 (preservation of reasons without adding new ones) also
in the case of realizability as follows. [GBJV0S, Gre07] introduce® the notion of open implication to complement
the standard notion of implication (termed trace implication in [GBJV08]) between LTL formulas in the context of
open systems, i.e., realizability. Trace implication is suited to distinguish two LTL formulas ¢ and ¢’ in terms of
satisfiability: ¢ implies ¢’, ¢ — ¢’, if the set of words satisfying ¢ is a subset of the words satisfying ¢’. On the other
hand, [GBJVO0S] argues that in the context of realizability it is more useful to consider the set of implementations
realizing a formula, i.e., ¢ open implies ¢, written ¢ o ¢, iff the set of implementations realizing ¢ is a subset of
the set of implementations realizing ¢’. Clearly, if ¢ — ¢’, then also ¢ &> ¢’. However, if there are some words that
fulfill ¢ but not ¢’, then it may still be the case that ¢ = ¢’. In that case the words in the difference between L(¢)
and L(¢") cannot be used to construct an implementation because they require clairvoyance [GBJV08]. Hence, trace
implication refines open implication. Therefore, syntactic weakening, which is based on trace implication, yields a
suitable method to construct unrealizable cores, too.

We finally state

Definition 27 (Unrealizable Core of a Syntax Tree). Let pz, pt’ be syntax trees. pt’ is an unrealizable core of pt if
1. f(pt) is unrealizable, 2. pt’ is a core of pt, and 3. f(pt’) is unrealizable. pt’ is an irreducible unrealizable core of pt
if there does not exist a proper unrealizable core of pt’.

Example. Consider the following specification with environment variables v¢,v¢" and system variable v*:
¢ =01 V) = GUXO V) = v) A XA V) — ')

In other words, if at least one of the environment variables holds in the initial state, then the system is supposed to
foresee the disjunction of the two environment variables — obviously this is impossible. ¢ has the following four
irreducible unrealizable cores via syntax tree:

L (0 V) = GUXO V) = v A (X" V7)) = '),

8For an earlier account of an equivalence relation on properties based on having the same set of implementations see [AL93].
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2. (0Vv?) = GU(X( VvV 0) = v) A(X=(° V) — =)
3. (¥ V0) = GUX(O V) = v A ((X=(ve VvY)) = %)), and
4. (v* Vv 0) - GUXO° V0) = v AX=(v V) = =),

9.3. Unrealizable Cores for GR(1) via Definitional Conjunctive Normal Form

We are not aware of a definitional conjunctive normal form that allows to obtain equirealizable formulas for
arbitrary LTL formulas. GR(1) specifications have a fixed temporal structure at the top of the corresponding formula
and only at the lower level a variable, Boolean structure. Moreover, users are likely to think of a GR(1) specification
in terms of its 6 sets of constraints. This suggests to approach unrealizable cores for GR(1) formulas via dCNF at the
level of the 6 sets of constraints, leaving the top level temporal structure untouched. Hence, the resulting notion will
take a GR(1) specification and produce another GR(1) specification.

Similar approaches were presented in [CRSTO08a] and [KHBO09]. Both approaches compute an unrealizable core
by removing members of the 3 sets of constraints for the system. [CRST08a] additionally allows to reduce the 3 sets
of constraints for the environment. This constitutes syntactic strengthening rather than weakening; the motivation
here is to remove environment constraints which do not help to make the remaining system constraints realizable.
[KHBO9] not only removes system constraints but also system variables in the remaining system constraints.

Here we partially go beyond [CRST08a, KHBO09] in two respects. First, we transform all constraints into Boolean
CNF; this permits core extraction by removing members of the set of constraints to proceed inside the constraints of
the system of the original specification. Second, we transform the specification such that there are system constraints
whose removal corresponds to a weakening of the original specification on the side of the environment’.

The combination of both steps yields a reduction that enables the use of the tools developed in [CRST08a, KHB09]
to obtain unrealizable cores of improved granularity, as compared to the original versions of [CRST08a, KHB09],
without modifying the original tools.

Below we first state our results and then later describe the required transformations and the accompanying theo-
rems establishing their correctness.

Results

Definition 28 (Core of a Boolean dCNF for GR(1)). Let ¢ be a GR(l) specification and let ¢’ =
(I, R, BY), (I ,R*', B*")) = e2s(ts(dCNF* D (¢))). Let ¢” = (I, R, B*),(I"",R*”, B*")) with 1. " C 1?'
2.R*"” CR*,and 3. B*” C B*. Then ¢" is a core of ¢’ (and of ¢). ¢" is a proper core if any of the subset relations is
strict.

Definition 29 (Unrealizable Core of a Boolean dCNF for GR(1)). Let ¢’ be a core of ¢. ¢’ is an unrealizable core
of ¢ if both ¢ and ¢’ are unrealizable. ¢’ is an irreducible unrealizable core of ¢ if there does not exist a proper
unrealizable core of ¢.

‘We conjecture that the granularity of the unrealizable cores obtained in such a way is comparable to the granularity
of unrealizable cores via syntax tree when treating repeated occurrences of the constraints in /¢, R, B¢, I*, R*, B® in
Eqn. 1 as shared.

Step 1: Transforming the Constraints of a GR(1) Formula into Boolean dCNF

First note that all 6 sets of constraints that characterize a GR(1) formula are sets of Boolean formulas over current
and next state environment and system variables. Clearly, by ignoring the temporal aspect inherent in the current and
next state variables, i.e., regarding them as independent Boolean variables, each such constraint can be translated into
an equisatisfiable Boolean dCNF by the following variant of Def. 11:

Definition 30 (Boolean Definitional Conjunctive Normal Form). Let ¢ be a Boolean formula over Boolean vari-
ables V, let x,x’,... € X be fresh Boolean variables not in V. dCNF]‘BAx(qﬁ) is a set of conjuncts containing one
conjunct for each occurrence of a subformula ¢ in ¢ as follows:

Note that is is different from [CRST08a] whose actions on the side of the environment syntactically strengthen the specification.
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v Conjunct € dCNF,]?ux(xb)

b withb € B Xy &b
vwithyeV Xy &V
_‘lp, x‘/’ U d —|xw;

Y oy " with oy € {V, A} | Xy & Xy 09 Xy

Then the Boolean definitional conjunctive normal form of ¢ is defined as

dCNFB(¢) = x4 A /\ c
cedCNFE (¢)

aux

It is natural to see dCNFB(¢) as a set containing the root of dCNF B(¢) and its conjuncts in dCNF ﬁx((ﬁ). This
allows for a straightforward extension of the dCNF® to sets of Boolean formulas. Given such a set ® of Boolean
formulas, roots(dCNFB(®)) and conjs(dCNF®(®)) denote the set of roots and conjuncts in dCNFB(®), respectively.

Next we show how to lift the equisatisfiability at the purely Boolean level to equirealizability for a GR(1) formula.
Basically it is left to decide 1. for each fresh variable, whether it should be an environment or a system variable, 2. for
each fresh variable, whether it should be a current or a next state variable, and 3. for each root and for each conjunct,
which of the 6 sets of constraints it should belong to.

Definition 31 (Boolean dCNF for GR(1) Realizability). Let ¢ = ((I°, R¢, B®), (I°, R®, B®)) be a GR(1) specification
with environment variables V¢ and system variables V*. We construct the Boolean dCNF for GR(1) realizability of ¢,
dCNF* D (¢) = (I, R,.. B). (I3, RS,.. BS)) as follows.

I, = dCNF®(I°) I, = dCNF®(I*)
RS, = dCNF®(R)U conjs(dCNF®(B°)) RS, = dCNF®(R®)U conjs(dCNF®(B®))
BS. = roots(dCNF®(B)) BS. = roots(dCNF®(B®))

The fresh variables introduced when constructing the Boolean dCNFs are assigned as follows. Fresh variables orig-
inating 1. from /¢ become current state environment variables, 2. from R become next state environment variables,
3. from B¢ become next state environment variables, 4. from I° become current state system variables, 5. from R’
become next state system variables, and 6. from B® become current state system variables.

The intuition behind the previous definition is as follows. The fresh variables are assigned to the system (resp. en-
vironment) iff the original constraints are system (resp. environment) constraints. Moreover, the fresh variables are
assigned to the earliest state at which all required information for their assignment is available. The special case here
is B¢, which contains only current state variables, but from both system and environment. Hence, in this case the fresh
variables need to be (environment) next state variables.'” Finally, the conjuncts for /¢, R¢, I°, and R® can be added
directly to I5, RS, I, and R}, . This is not possible for B* and B* because GF(y A y) # (GFy) A (GFy'). Hence,
the conjuncts for the fairness constraints are added to R’ and R} . Finally, we remark that our introduction of the
notion of current and next state variables in Sect. 9.1 assumes that there is one next state variable for each current
state variable and vice versa; hence, we tacitly assume that for each current (resp. next) state variable added above the

corresponding next (resp. current) state variable is added, too.

Theorem 32 (Equirealizability of ¢ and dCNFCRD(¢)). Let ¢ = ((I°, R, B%), (I°, R®, B®)) be a GR(1) specification
over the set of variables V and dCNFO*D(¢) = (4. R,,.. B¢ ). (I, RS, .. BS)) its Boolean dCNF for GR(1) realizabil-
ity. Then

1. A winning strategy for the system (resp. environment) in dACNFOR(¢) can be generated from a corresponding
winning strategy in ¢ by assigning the fresh system (resp. environment) variables the unique values determined
by the biimplications of the Boolean dCNF.

10More precisely, they are next state variables in RY but are “cast” to current state variables in B .
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2. ¢ is realizable iff ACNFORD () is realizable.

Proor. (Sketch.) To show claim | let o be a winning strategy for the system (resp. environment) in ¢. Let o, be
the strategy for the system (resp. environment) in dCNFOR () that assigns each fresh system (resp. environment)
variable the unique value determined by the biimplications of the Boolean dCNF. We have to show that o is a
winning strategy for the system (resp. environment) in JCNFORD(g),

First note that o, is indeed a strategy in that its computation only requires knowledge of valuations of variables
available at the respective point in time.

Let 14 be an execution of dCNF' GRU )(qﬁ) compliant with o 4. We show that 4. is winning for the system (resp. en-
vironment).

Let n = n4.lv be the projection of n,. onto the set of variables in ¢. By assumption 7 is compliant with o and,
hence, winning for the system (resp. environment) in ¢.

Let i be the smallest position in 7 s.t. the environment (resp. system) violates one of its constraints in /° U R®
(resp. I* U R®) or oo if such position does not exist. Furthermore, let i;. be the smallest position in 7,4 s.t. the environ-
ment (resp. system) does not assign each fresh environment (resp. system) variable the unique value determined by
the biimplications of the Boolean dCNF or oo if such position does not exist.

First consider the case that i < iy or i = iz = oo. Intuitively, in this case 74 is winning for the system in
dCNF9RD(g) for the same reason that 7 is winning for the system in ¢. (Slightly) more formally, by construction of
o4 the system satisfies all its conjuncts in dCNF GRU )(¢) on 14, at all positions and a system root in dCNF GRU )(¢) is
1 on 74, at a given position iff the corresponding constraint in ¢ is 1 on 7 at that position. By the assumption about i .
the environment satisfies all its conjuncts in dCNFCRY(¢) on 14 at all positions up to and including i. That implies
that between positions 0 and i the environment satisfies an environment root in dCNFR!(g) iff the corresponding
constraint in ¢ is 1 on 7 at that position. Hence, as 7 is winning for the system in ¢, so is 774 in ACNFE®D(¢). (The
respective case for the environment is similar.)

Now consider the case that iy < iand iz < co. Here, intuitively, the system wins because the environment assigns
values to the fresh variables that are different from the values determined by the biimplications of the Boolean dCNF.
Again, by construction of oy the system satisfies all its conjuncts in dCNF®Y)(¢) on 5, at all positions and a system
root in dACNFORD () is 1 on 1. at a given position iff the corresponding constraint in ¢ is 1 on 7 at that position. By
the assumption about iy the environment satisfies all its conjuncts in dCNFR?(¢) on 5. at all positions up to and
including iy — 1 but fails at least one of them at position i;.. Hence, as 7 is winning for the system, so is 74.. (The
respective case for the environment is similar.)

Claim 2 follows from claim 1.

Step 2: Strengthening Environment Constraints by Removing System Constraints

Definition 33 (Time Shift of a GR(1) Specification). Let ¢ = ((I°, R°, BY), (I*, R, B*)) be a GR(1) specification over
the set of variables V s.t. init, init are fresh variables. The time shift of ¢, ts(¢) = ((I},, RS, BY,), (I}, R}, B},)) is defined
as follows:

I = init)

R, = {=init} U {init — (1°) | ¢ € I¢} U {(=init) — p° | p¢ € R}
B, = B

L =0

R = {init — () | ¢* € I*} U {(=init) — p* | p* € R}

B}, = B

Theorem 34 (Equirealizability of ¢ and 7s(¢) for GR(1)). Let ¢ = ((I°, R®, B°), (I*, R, BY)) be a GR(1) specification
over the set of variables V s.t. init, init are fresh variables and ts(¢p) = (I}, R;;, BS,), (I}, R}, B,)) its time shift. Then

152 TS

1. If o is a winning strategy for the environment in ¢, then o as defined below is a winning strategy for the
environment in ts(¢):

os(€)(init) = 1
Yve e Ve . ou(e)(v®) e B
Vi>0. os(ns[0, 1) (@nit) = 0

Viz0. YveVe. ouml0,iD0) o[ L, i]lv)(v)
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2. If o is a winning strategy for the system in ¢, then o as defined below is a winning strategy for the system in
1s(¢):
Vv e Vi o€ s5))(v°) € B
Viz 0. W eV au(ul0il )0 = a(@illillvs s )

3. ¢ is realizable iff ts(¢) is realizable.

Proor. (Sketch.) Claim 1: Essentially the environment follows the same strategy in s(¢) as in ¢; it just delays the
start of the interaction by one step. It’s easy to see that any execution of £s(¢) compliant with o that has its first state
removed and init projected away is an execution of ¢ compliant with o~ and, hence, winning for the environment in ¢.
Moreover, resulting from the way the environment handles init in o, ts(¢) reduces to a variant of ¢ that is delayed by
one time step. Hence, an execution of zs(¢) compliant with o, is winning for the environment.

The proof of claim 2 is similar to the proof of Thm. 32 and claim 1. Either the environment complies with the
restrictions imposed on in for inif at least as long as it has not yet lost on the corresponding execution in ¢; in that case
the environment will lose for the same reason in £s(¢) as it loses in ¢. Or, on the other hand, the environment does not
comply with the restrictions for init; then it will lose for that reason.

Claim 3 follows from claims 1 and 2.

In the following Def. 35 we introduce system constraints that, when present, leave the environment constraints
untouched, when absent, from the point of view of the environment, syntactically strengthen the environment con-
straints. We use T to denote 0 if a subformula y of some constraint ¢ € I° U R® has positive polarity in ¢ and 1
otherwise.

Definition 35 (Handing Control over to the System). Let ¢ = ((I¢, R, B°), (I’,R*, B®)) be a GR(1) specification
over the set of variables V. Let ¢;. = dCNF GR(])(qS) = (.. RS, B, (I, R, B, ) be the Boolean dCNF for
GR(1) realizability Let ¢y = ts(¢ac) = (I, Rs,, By,), (IfS,R,SS,BS ) be the tlme shlft of @ac. Then ¢ers = e25(¢ys) =

(( e2s’ eZs’ eZs) ( e2s’ e2v’ 628‘)) 18 deﬁned as fOHOWS

Iy = linit} (1)
R, = {—wmt} 2)
{init — (m © mw) | € conjs(I;, U RS )} U 3
{(—init) — (m “ mw) | ¥ € conjs(I, U R )}V “4)
{init — (zp) | & € roots(I5,)} U ®))
{init = (((=my) A (xy & T)V (my, A (xy < ) | Xy & € conjs(Ig)}U (6)
{(=init) = ¢ | ¢ € roots(RS, )} U @)
{(minit) — (((~my) A (xy © T))V (my, A (xy < ¥))) | Xy © ¢ € conjs(Ry )} (8)
B, = B ©
I, = {m |y e conjs(I, URS)) (10)
Ry = R (11
B, = B (12)

The intuition behind Def. 35 is as follows. For each environment conjunct ¢ in ¢, we introduce one fresh system
variable m?, and one fresh environment variable m;] ! The environment variable my, is used to multiplex between the
original constraint (when m; is 1) and its (from an environment point of view) strengthened version (when mfp is 0)

1Note that B¢, only contains roots.
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in lines (6) and (8). Environment roots are left untouched (lines (5), (7)). While my, is an environment variable, it is
forced to copy the initial value of the corresponding system variable mfp (line (2)) and keep that value (line (4)). Lines
(9), (11), and (12) are unchanged from ¢,;. Above the system is forced to set its variables mfﬁ to 1 in the initial state
(line (10)), thus rendering ¢,,, equirealizable to ¢,,. However, by removing one or more constraints in line (10) we
can allow the system to set the initial values of the ms to 0 and, therefore, enforce stronger constraints on the side of
the environment (i.e., weaken the specification as a whole).

Theorem 36 (Equirealizability of ¢,; and e2s(¢;,)). Let ¢ = ((I°,R¢, B®), (I°, R°, B%)) be a GR(1) specification over
the set of variables V. Let ¢qc = dCNFO*D(¢) = ((I.. RS, B%,), (I}, R, B3.)) be the Boolean dCNF for GR(1)
realizability. Let ¢,y = ts(¢ac) = (U}, RS, B, (I, R, By,)) be the time shift of ¢ae. Let ooy = e25(¢ys) =

A

((I:ZS’ RZZs’ 3223)’ (IeSZs’ RzZS’ BzZA"))' Then
1. if oy is a winning strategy for the system in ¢y, then 0.4 as defined below is a winning strategy for the system
in e2s(¢ys):
Yy € conjs(I, URS) . oex(e€, 5223)(’”;;) = 1
Vi>0. Y € comjs(I5, URY) . 0e2s(Me2sl0, 1], sih)(mfp) e B

€

Vi > -1. vv;q € V;g . O—e2s(ne2s[0’ l], SZZS)(V;V) O-IS(neZs[O5 i]|V/§’ Sezs|v,f;)(vfy)

2. if oy is a winning strategy for the environment in ¢, then o,z as defined below is a winning strategy for the
environment in e2s(¢y):

Y € comjs(I, URY ) 0'625(6)(mfb) € B
Viz0. Yy econjsly URY) . Teas(ne2s[0, iD(my) = 1e24[0](my)
Viz-1. W, eV. Te2s(Me2s[0, IN(Vi) = 05162410, illve ) (V)

3. ¢y is realizable iff e2s(¢;s) is realizable.

Proor. (Sketch.) We start with 1. The system sets its multiplex variables m,, to 1 in the initial state. Either the
environment adheres to its constraints for its corresponding multiplex variables and sets them to 1 (at least as long as
it hasn’t lost due to other reasons); in that case the environment constraints reduce to those of ¢, and the environment
loses in ¢.,; due to the same reason it lost in ¢. Or the environment doesn’t adhere to its constraints for the multiplex
variables and loses due to that reason.

Similarly, for 2, if the system obeys its initial constraints on its multiplex variables, then the environment simply
replicates these values and, hence, reduces its constraints to those of ¢, thus winning for the same reason as in ¢y,.
Otherwise the environment wins because the system doesn’t fulfill its initial constraints.

Claim 3 follows from claims 1 and 2.

10. Relation to Vacuity and Some Complexity

10.1. Relation to Vacuity

Vacuity Checking. Vacuity checking [BBDEROI, KV03, AFF*03, BEG*05, GC04b, GC04a, SV04, SV07, PS02]
is a technique in model checking to determine whether a model satisfies the specification in an undesired way, e.g.,
by never sending a request when the specification is a request response property [BB94]. Vacuity asks whether there
exists a strengthening of a specification s.t. the model still passes that strengthened specification. The original notion
of vacuity from [BBDEROI, KV03] replaces occurrences of subformulas (i.e., as we do, it does not consider sharing)
in the specification with 0 or 1 depending on polarity and is, therefore, related to the notion of a UC in Sect. 4.

The comparison of notions of vacuity with UCs is as follows:

1. Vacuity is normally defined with respect to a specific model. [CS07, CS09] proposes vacuity without design as
a preliminary check of vacuity: a formula is vacuous without design if it fulfills a variant of itself to which a
strengthening operation has been applied. [FKSFVO0S8] extends that into a framework for inherent vacuity (see
below).
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2. Vacuity is geared to answer whether there exists at least one strengthening of the specification s.t. the model
still satisfies the specification. For that it is sufficient to demonstrate that with a single strengthening step.
The question of whether and to which extent the specification should be strengthened is then usually left to
the designer. In core extraction one would ideally like to obtain IUCs and do so in a fully automated fashion.
[GCO04b, CS09] discuss mutual vacuity, i.e., vacuity w.r.t. (possibly maximal) sets of subformulas. [CGSO08]
proceeds to obtain even stronger passing formulas combining several strengthened versions of the original
formula.

3. Vacuity typically focuses on strengthening a formula while methods to obtain UCs use weakening. The reason
is that in the case of a failing specification a counterexample is considered to be more helpful. Still, vacuity is
defined in, e.g., [BBDERO1, KV03, FKSFV08] w.r.t. both passing and failing formulas.

[SDGCO07] exploits resolution proofs from BMC runs in order to extract information on vacuity, including infor-
mation on relevance of subformulas at specific time steps, in a fashion related to our extraction of UCs in Sect. 6. A
difference is that the presentation in [SDGCO7] only explains how to obtain the notion of k-step vacuity from some
BMC run with bound k but leaves it unclear how to make the transition from the notion of k-step vacuity to the notion
of vacuity and, similarly, how to aggregate results on the relevance of subformulas at specific time steps over results
for different ks; our method of UC extraction can return a UC as soon as the generated CNF is unsatisfiable for some
k.

[SVO7] suggests to generalize the operations to strengthen a specification by considering a form of interpolants
between a model and its specification. While this might lead to another possibility to derive a core from a formula, an
arbitrary interpolant might not allow the user to easily see what is happening. Hence, [SV07] needs to be concretized
to meet that criterion.

Other notions and techniques might be suitable to be carried over from vacuity detection to UCs for LTL and vice
versa. E.g., [AFF*03] extends vacuity to consider sharing of subformulas. We are not aware of any work in vacuity
that takes the perspective of searching a UC of an LTL formula or considers dCNFs as we do.

Inherent Vacuity. [FKSFVO08] proposes a framework to identify inherent vacuity, i.e., specifications that are vacuous
in any model. The framework has 4 parameters: 1. vacuity type (V): occurrences of subformulas (sy), sharing of
subformulas (my), etc., 2. equivalence type (E): closed (cg) or open (og) systems, 3. tightening type (T'): equivalence
(er) or preservance (pr) of satisfiability/realizability, and 4. polarity type (P): strengthening (sp) or weakening (sy).
An instance of the framework is given by a four tuple (V, E, T, P).

Our notion of UCs via syntax tree is very closely related to the following instance of that framework. Let the
vacuity type be that of replacing occurrences of subformulas with 1 or 0 depending on polarity [BBDERO1] (V = sy),
systems be closed (E = cg), tightening type be equivalence (T = er), and polarity type be weakening (P = wp). Then
the following is immediate by the respective definitions

Proposition 37 (Relation between inherent vacuity and unsatisfiable cores). Let ¢, ¢" be unsatisfiable LTL formu-
las s.t. ¢’ is derived from ¢ by replacing a single occurrence of a positive (or negative) polarity subformula ¥ of ¢
with 1 (or 0); hence, ¢’ is a proper UC of ¢ by Def. 10. Then 1. ¢ is inherently vacuous of type (sy, cg,er,wp). 2. ¢’
is an IUC iff it is not inherently vacuous of type (sy, Cg, er,wp).

Similarly, for E = og:

Proposition 38 (Relation between inherent vacuity and unrealizable cores). Let ¢, ¢’ be unrealizable LTL formu-
las s.t. ¢' is derived from ¢ by replacing a single occurrence of a positive (or negative) polarity subformula W of
¢ with 1 (or 0); hence, ¢’ is a proper unrealizable core of ¢ by Def. 27. Then 1. ¢ is inherently vacuous of type
(sv,0E,er,wp). 2. ¢’ is an irreducible unrealizable core iff it is not inherently vacuous of type (sy, 0, er, wp).

[FKSFVO08] focuses on satisfiable/realizable instances and doesn’t make a connection to the notion of unsatisfiable
or unrealizable cores.
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10.2. Some Complexity Results
In this paper, we are mainly concerned with the following search problems:

Definition 39 (Iuc-SEarcH-ST). Given an LTL formula ¢, determine an IUC ¢’ of ¢ via syntax tree (if ¢ is unsatisfi-
able) or output “satisfiable” (if ¢ is satisfiable).

Definition 40 (Iuc-SEArRcH-DCNF). Given an LTL formula ¢, determine an IUC ¢’ of ¢ via dCNF (if ¢ is unsatisfiable)
or output “satisfiable” (if ¢ is satisfiable).

Definition 41 (Irc-SEarcH). Given an LTL formula ¢, determine an irreducible unrealizable core ¢’ of ¢ via syntax
tree (if ¢ is unrealizable) or output “realizable” (if ¢ is realizable).

In addition, the following decision problems (similar to, e.g., [FKSFV08, KV03, BBDERO1, AFF*03, BFG*05,
GCO04a]) characterize what often constitutes an elementary step in a naive algorithm to compute an unsatisfiable or
unrealizable core and whether a formula is an irreducible unsatisfiable or unrealizable core:

Definition 42 (Iuc-Step-DEc-ST). Given an LTL formula ¢ and a positive (or negative) polarity occurrence of a
subformula y, answer “yes” if ¢ with i set to 1 (or 0) is a UC of ¢ via syntax tree, “no” otherwise.

Definition 43 (Iuc-Step-DECc-DCNF). Let ¢ be an LTL formula with dCNF dCNF(¢), let ¢ be a conjunct in dCNF 4, ().
Let dCNF’ be the largest core of dCNF(¢) with ¢ removed from dCNF ,,,(¢). Answer “yes” if dCNF’ is a UC of ¢ via
dCNEF, “no” otherwise.

Definition 44 (Irc-Step-DEc). Given an LTL formula ¢ and a positive (or negative) polarity occurrence of a subfor-
mula y, answer “yes” if ¢ with ¢ set to 1 (or 0) is an unrealizable core of ¢ via syntax tree, “no” otherwise.

Definition 45 (Iuc-Dec-ST). Given an LTL formula ¢, answer “yes” if ¢ is an IUC via syntax tree, “no” otherwise.
Definition 46 (Iuc-Dec-DCNF). Given an LTL formula ¢, answer “yes” if ¢ is an [UC via dCNF, “no” otherwise.

Definition 47 (Irc-Dec). Given an LTL formula ¢, answer “yes” if ¢ is an irreducible unrealizable core via syntax
tree, “no” otherwise.

Theorem 48 (Complexity).

1. Tuc-SEARCH-ST € FPPSPACE, 4. Tuc-SEArcH-DCNF € FPPSPACE, 7. Irc-SEARCH € F P?EXPTIME,

2. Tuc-Step-Dec-ST € PSPACE- 5. Tuc-Step-DEc-DCNF € 8. Irc-Step-Dec € 2EXPTIME-
complete. PSPACE-complete. complete.

3. Tuc-Dec-ST € PSPACE. 6. Tuc-Dec-DCNF € PSPACE. 9. Irc-Dec € 2EXPTIME.

Proor. We only prove 1-3. 4-9 are analogous.

We start with 2. Membership is immediate by checking unsatisfiability of the weakened variant of ¢. Hardness
for 2 is by a reduction from the set of unsatisfiable LTL formulas: Given an LTL formula ¢’, let ¢” = ¢’ A 0. Then ¢’
is unsatisfiable iff (¢”, 0) is in Tuc-SteEP-DEC-ST.

For 3 it’s easy to see that it is sufficient to check unsatisfiability ¢ and, if that is the case, for each occurrence of a
subformula of ¢ weaken that occurrence separately and check that the result is satisfiable. This leads to a number of
satisfiability checks that is linear in the size of ¢ with each checked formula being at most as long as ¢.

For 1 note that there is a naive algorithm for Tuc-SEarcH-ST as follows. First check unsatisfiability of ¢. If the
answer is “no”, then the algorithm stops. Otherwise, it weakens a child of the root node in the syntax tree of ¢ and
determines unsatisfiability. If the resulting formula is still unsatisfiable, the weakening is made permanent; if not, the
weakening is undone and the algorithm continues recursively into the children (if any) of the current node. This is
repeated for all children of the root node. Clearly this algorithm performs a number of satisfiability checks that is
linear in the size of the formula with each checked formula being at most as long as ¢.

We remark that none of [AFF*03, FKSFV08] provide lower bounds matching the respective upper bounds for the
problems similar to Tuc-Dec-ST and Irc-Dec for LTL. Also [CS09] mostly provides no matching lower bounds for
LTL.
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11. Related Work

Notions of a Core

[CRSTO7] proposes a notion of UCs of LTL formulas. The context in that work is a method for satisfiability
checking of LTL formulas by using Boolean abstraction (e.g., [KS08]), i.e., by 1. treating the input formula as a
Boolean combination of temporal formulas, 2. abstracting the temporal formulas with fresh Boolean propositions,
3. obtaining satisfying assignments in the Boolean space, 4. concretizing the Boolean satisfying assignments, and
5. checking satisfiability of the concretized assignments in the temporal space. As a consequence, a UC in [CRSTO07]
is a subset of the set of top-level temporal formulas, potentially leading to very coarse cores.

SAT uses CNF as a standard format and UCs are typically subsets of clauses (e.g., [BSO1]). Similarly, in constraint
programming, a UC is a subset of the set of input constraints (e.g., [BDTW93]); recently, a more fine-grained notion
based on unsatisfiable tuples has been suggested [GMPO7]. Finally, also in satisfiability modulo theories (SMT) UCs
are subsets of formulas (e.g., [CGS07]).

For realizability [PR89, ALW89] of a set of LTL formulas, partitioned into a set of assumptions and a set of
guarantees, [CRSTO08a] suggests to first reduce the number of guarantees and then, additionally, to reduce the set
of assumptions. [KHB09] only reduces guarantees but proceeds inside the remaining guarantees by also removing
output signals.

Extracting Cores from Proofs

In [PPZ01] a successful run of a model checker, which essentially corresponds to an unsatisfied tableau, is used to
extract a temporal proof from the tableau [GPVWO95] as a certificate that the model fulfills the specification. [NamO1]
generates certificates for successful model checking runs of u-calculus specifications. [SCO3] extracts UCs from
unsatisfied tableaux to aid debugging in the context of description logics. Extracting a core from a resolution proof is
an established technique in propositional SAT (e.g., [GNO03, ZM03a, ZMO03b]). In SMT UCs from SAT can be used
to extract UCs for SMT [CGS07]. Extraction from proofs is also used in vacuity checking [Nam04, SDGCO7].

Applications of Cores

Using UCs to help a user debugging by pointing out a subset of the input as part of some problem is stated
explicitly as motivation in many works on cores, e.g., [CD91, BDTW93, BS01, ZMO03b].

[SSJ*03] presents a method for debugging declarative specifications by translating an abstract syntax tree (AST) of
an inconsistent specification to CNF, extracting a UC from the CNF, and mapping the result back to AST highlighting
only the relevant parts. That work has some similarities with our discussion; however, there are also a number of
differences. 1. The exposition in [SSJ*03] is for first order relational logic and generalizes to languages that are
reducible to SAT, while our logic is LTL. 2. The motivation and focus of [SSJ*03] is on the method of core extraction,
and it is accompanied by some experimental results. The notion of a core as parts of the AST is taken as a given. On
the other hand, our focus is on investigating different notions of cores and on comparing the resulting information that
can be gained. 3. Finally, [SSJ*03] does not consider tableaux.

[TCJO08, Tor09] suggest improved algorithms for core extraction compared to [SSJ*03]; the improved algorithms
produce IUCs at a reasonable cost by using mechanisms similar to [ZM03b, DHNO6]. The scope of the method is
extended to specification languages with a (restricted) translation to logics with resolution engine.

Examples of using UCs for debugging in description logics and ontologies are [SC03, WHR*05]. For temporal
logic, the methodology proposed in [PSC*06] suggests to return a subset of the specification in case of a problem.
For [CRSTO08a] see above.

The application of UCs as filters in an iterative search is mentioned in Sect. 1.

Complexity

Apart from [FKSFV08, KV03, BBDERO1, AFF*03, BFG*05, GC04a] mentioned in Sect. 10 the following works
also contain results on complexity. [GC04b] discusses complexity of finding all sets of mutually vacuous subformulas.
[CS09] considers a larger set of problems in mutual vacuity including optimization problems; in addition, complexity
results are stated for finding a smallest subset of a set of formulas that implies the original set. For complexity results
for other notions or applications of vacuity see also [BK0O8b, CGS08]. Going beyond vacuity, [PW85] establishes that
the problem corresponding to Iuc-Dec-pCNF for 3SAT CNF is DP-complete.
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12. Conclusion

We suggested notions of unsatisfiable cores for LTL formulas that provide strictly more fine-grained information
than the (few) previous notions. While basic notions turned out to be equivalent, some variants were shown to provide
or potentially provide more information, in particular, in the temporal dimension. We extended some of the notions to
unrealizable cores.

We stated initially that we see methods of UC extraction as a means to suggest notions of UCs. Indeed, it turned
out that each method for core extraction suggested a different or a more fine-grained notion of a UC that should be
taken into account. It seems to be likely, though, that some of the more fine-grained notions can be obtained also with
other UC extraction methods.

Directions for future work include defining and obtaining the more fine-grained notions of a UC suggested at the
end of Sections 6 and 7, investigating the notion of a UC that results from temporal resolution proofs, and taking
sharing of subformulas into account. Equally important are efficient implementations. Finally, while in theory two
algorithms to obtain UCs might be able to come up with the same set of UCs, their practical implementations could
yield quite different UCs due to the way non-determinism is resolved; hence, an empirical evaluation of the usefulness
of the resulting UCs is needed.
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